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Abstract

The global economy is increasingly dependent on knowledge workers to meet the needs of public and private organizations. While
there is no single definition of knowledge work, organizations and industry groups still attempt to measure individuals’ capability
to engage in it. The most comprehensive assessment of capability readiness for professional knowledge workers is the Uniform
CPA Examination developed by the American Institute of Certified Public Accountants (AICPA). In this paper, we experimentally
evaluate OpenAI’s text-davinci-003 and prior versions of GPT on both a sample Regulation (REG) exam and an assessment of
over 200 multiple-choice questions based on the AICPA Blueprints for legal, financial, accounting, technology, and ethical tasks.
First, we find that text-davinci-003 achieves a correct rate of 14.4% on a sample REG exam section, significantly underperforming
human capabilities on quantitative reasoning in zero-shot prompts. Second, text-davinci-003 appears to be approaching human-
level performance on the Remembering & Understanding and Application skill levels in the Exam absent calculation. For best
prompt and parameters, the model answers 57.6% of questions correctly, significantly better than the 25% guessing rate, and its
top two answers are correct 82.1% of the time, indicating strong non-entailment. Finally, we find that recent generations of GPT-3
demonstrate material improvements on this assessment, rising from 30% for text-davinci-001 to 57% for text-davinci-003. These
findings strongly suggest that large language models have the potential to transform the quality and efficiency of future knowledge
work.
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Introduction

Knowledge work is an increasingly important segment of
the global economy, with qualified professionals providing ser-
vices in areas such as law, finance, accounting, economics, and
technology. Leading management theorists began exploring
definitions of “knowledge workers” and approaches for their
training nearly seven decades ago [1, 2, 3]. Since then, the per-
centage of the population that “thinks for a living” has grown
dramatically. As of 2021, the Big 4 - Deloitte, EY, PWC, and
KPMG - alone employ over one million people [4]; some def-
initions of knowledge work suggest that the true number of
knowledge workers is in the hundreds of millions or even bil-
lions [5].

As their roles and activities may generate substantial value
- and liability - many organizations require these knowledge
workers to demonstrate their preparedness through comprehen-
sive assessments, such as the so-called CPA, CFA, or Bar ex-
ams. While there is no universally-accepted definition of knowl-
edge work [6], public accounting is a multidisciplinary practice
that requires legal, financial, accounting, auditing, technology,
and ethical knowledge and skills - all domains clearly within
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the scope of knowledge work. As the test used to assess the
readiness of candidates for this profession, the American In-
stitute of Certified Public Accountants (AICPA) Uniform CPA
Examination (“CPA Exam” or “Exam”) is the most compre-
hensive, well-known assessment of knowledge work readiness
[7]. As compared to other assessments or examinations, the
CPA Exam is broader, more practice-based, and more regu-
larly updated to meet the changing landscape. This trend is
perhaps best demonstrated by the fact that the commercial or-
ganizations most associated with the AICPA - the Big 4 - have
accumulated practically every type of knowledge work under
their umbrella, including even cybersecurity and traditional le-
gal services [8, 9, 10].

The AICPA and the National Association of State Boards
of Accountancy have undertaken a joint effort to ensure that the
CPA licensure model reflects the “rapidly changing skills and
competencies the practice of accounting requires today and will
require in the future” [11]. The Exam is produced by the AICPA
based on input from stakeholders in the professional services
industry, academia, and governmental agencies. The Exam has
been continually updated to meet changing regulations, stan-
dards, technology, and market expectations for over 100 years
[7, 12]. While the Exam continues to evolve [12, 13], it was his-
torically adapted from the best-known educational framework,
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Bloom’s cognitive taxonomy [2], to organize the assessment of
practical, professional requirements into four skill levels [14].
Though the exam will undergo significant structural changes in
2024, the current implementation of the exam has been divided
into four sections: Auditing and Attestation (AUD), Business
Environment and Concepts (BEC), Financial Accounting and
Reporting (FAR), and Regulation (REG). These four sections
cover concepts, laws, rules, and relationships in legal, finan-
cial, accounting, and technology domains, common denomina-
tors among many knowledge professions.1

Previous decades of research into artificial intelligence (AI)
have not yielded general models capable of performing knowl-
edge work. While point solutions in many legal, financial, or
accounting domains have shown value or reached adoption, there
has been no demonstration of AI that can span multiple task
types in professional services. This gap can likely be attributed
to multiple reasons, including the breadth and depth of knowl-
edge required to be indexed and recalled, as well as the com-
plexity of translating this knowledge into work product in the
context of realistic client engagements. To make matters more
difficult, professional services like accounting, finance, and law
also often require a combination of quantitative and qualitative
skills.

Recent research has, however, shown potential to address
at least some of these capability gaps. Advances in natural
language processing (NLP), machine learning (ML), and com-
puting over the last decade have produced material improve-
ments in state-of-the-art performance on linguistic tasks that
require deeper semantic understanding or feature more com-
plex syntax [15] [16] [17]. More importantly, some types of
models have begun to demonstrate the ability to address dra-
matically different task types, sometimes even in zero-shot use
cases where there is no additional fine-tuning or customization.
While neural network research is not new [18] [19], the rate
of progress has increased dramatically since 2013, and, in par-
ticular, transformer-based architectures [20] have been shown
to produce previously-unseen capabilities to generalize across
tasks [21] [22] [23] [24] [25].

The most accessible and well-known of these transformer-
based models is OpenAI’s family of large language models known
as Generative Pre-trained Transformer or “GPT” [22] [26]. The
latest versions of GPT, often referred to as GPT-3 or GPT-3.5,
are proprietary large language models, and these models are
only available to OpenAI customers. One benefit of this ap-
proach is that it provides an important layer of legal and ethical
moderation, as well as simplifying the user experience, such
as by preprocessing input text or images. As of this publica-
tion, the OpenAI provides API endpoints for text completion,
code completion, image generation, and embedding generation
tasks. OpenAI has also recently unveiled ChatGPT, a public-
facing “chatbot” built on GPT-3.5, which reportedly generated
over 1M user sign-ups within just a few days of release.

As GPT-3 and its derivatives are proprietary machine learn-
ing models in production within a reinforcement learning plat-
form, we cannot precisely describe them. However, based on

1Interested readers should review Table 4 for the list of all concept areas.

GPT-3’s original publication in July 2020 and subsequent ma-
terial, these models are likely derived from an autoregressive
language model with 175 billion parameters, 96 layers, and a
batch size of 3.2M. OpenAI has launched or published a num-
ber of GPT-3 derivative models, most notably InstructGPT-3
and Codex 12B, which are colloquially referred to as GPT-3.5.
The most advanced model in production in its API is text-
davinci-003, an improvement on text-davinci-002, which is an
InstructGPT model based on code-davinci-002, a base model for
pure code-completion tasks, per OpenAI documentation. Our
results in this paper are primarily based on text-davinci-003, as
detailed in Section d, though we also include results from older
models for comparison and forecasting.

While text-davinci-003 and ChatGPT have demonstrated
state-of-the-art performance on a wide range of tasks in zero-
shot and few-shot contexts, there was previously little reason
to believe that these models could perform even reasonably
well in general assessments across the domains of finance, law,
and accounting. However, in recent prior work on the Bar
Exam [27], the authors have shown that text-davinci-003 could
achieve near-parity with human test-takers in two of seven sec-
tions of the Multistate Bar Exam (MBE); more strikingly, generation-
over-generation model performance suggests that an LLM like
GPT-3.5 may be capable of passing the Bar Exam in the near
future.

While the Bar Exam offered one measure of performance
for GPT-3.5, it is arguably not the ideal instrument to evalu-
ate readiness for multidisciplinary knowledge work. As noted,
the CPA Exam requires a wider range of knowledge, includ-
ing not only law, but also finance, accounting, technology, and
ethics. Therefore, in order to evaluate whether and how current
state-of-the-art models in AI might be applied to knowledge
work, we experimentally evaluate the performance of “GPT as
knowledge worker” through the skills and concepts outlined in
the CPA Exam. Our analysis suggests both areas where GPT-
3.5 may be useful today and areas where substantial research
and development is still required.

AICPA Exam

The Uniform CPA Examination is a modern, computerized
assessment based on psychometric and statistical techniques.
While prior paper-based generations of the Exam might have
been compared to traditional linear exams, the current Exam is
a dynamic, adaptive exam [28], best compared to exams like
the current GRE or GMAT. Linear exams present the test-taker
with a preset sequence of test questions, while dynamic exams
adapt to each test-taker in response to the answers provided in
prior questions.

Section Student Pass Rate
AUD 48.7%
BEC 59.7%
FAR 44.9%
REG 61.1%

Table 1: Passage rates of students in 2022 as reported by the AICPA [29].
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Skill Level Description
Evaluation The examination or assessment of problems, and use of judgment to draw con-

clusions.
Analysis The examination and study of the interrelationships of separate areas in order to

identify causes and find evidence to support inferences.
Application The use or demonstration of knowledge, concepts, or techniques.
Remembering &
Understanding

The perception and comprehension of the significance of an area utilizing
knowledge gained.

Table 2: AICPA Uniform CPA Examination Skill Levels

Skill Area Content Task
Remembering &
Understanding

Internal
Controls

Sarbanes-Oxley
Act of 2002

Identify and define key corporate governance
provisions of the Sarbanes-Oxley Act of 2002.

Application Internal
Controls

Sarbanes-Oxley
Act of 2002

Identify regulatory deficiencies within an entity
by using the requirements associated with the
Sarbanes-Oxley Act of 2002.

Table 3: Example AICPA Uniform CPA Examination Tasks

Auditing and Attestation (AUD)
Ethics, Professional Responsibilities and General Principles
Assessing Risk and Developing a Planned Response
Performing Further Procedures and Obtaining Evidence
Forming Conclusions and Reporting

Business Environment and Concepts (BEC)
Enterprise Risk Management, Internal Controls and Business Processes
Economics
Financial Management
Information Technology
Operations Management

Financial Accounting and Reporting (FAR)
Conceptual Framework, Standard-Setting and Financial Reporting
Select Financial Statement Accounts
Select Transactions
State and Local Governments

Regulation (REG)
Ethics, Professional Responsibilities and Federal Tax Procedures
Business Law
Federal Taxation of Property Transactions
Federal Taxation of Individuals
Federal Taxation of Entities

Table 4: Uniform CPA Examination Blueprints - Content Areas
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The Examination is divided into four sections that test-takers
sit for independently: Auditing and Attestation (AUD), Busi-
ness Environment and Concepts (BEC), Financial Accounting
and Reporting (FAR), and Regulation (REG). Each section of
the Exam is divided up into at least four testlets that feature
scenarios, multiple choice questions, calculated amounts, short
answer, and related evidence and research material. The pas-
sage rates of Exam sections are presented in Table 1; the AICPA
does not publish statistics related to per-question or per-section
test-taker accuracy.

By its very design, the Exam is meant to be a practical as-
sessment of real-world tasks and requisite skills [11, 28]. It
rigorously assesses candidates on their readiness across a broad
range of concepts and skill levels progressing through (i) Re-
membering & Understanding, (ii) Application, (iii) Analysis,
and (iv) Evaluation.

The overall design of the Exam is best viewed through the
Uniform CPA Examination Blueprints (“Blueprints”) [14], which
document how concepts and tasks are adapted from Bloom’s
taxonomy of the cognitive domain [2]. An overview of the
Exam and sample skills and tasks are provided in Tables 2, 3,
and 4. The Blueprints are regularly updated by the AICPA and
are the most detailed, representative outline of the test’s con-
struction.

Importantly, many of the tasks detailed in the Blueprints in-
clude an element of arithmetic. For example, many questions
that include workpapers or sample financial statements expect
the test-taker to first determine which numbers to include or ex-
clude in arithmetic expressions, then to evaluate the resulting
expression to calculate a specific amount. Sometimes, these
expressions are as simple as A = L + E, but in many cases,
they involve more complex expressions based on tables with
dozens of numbers and related materials. Based on prior re-
search and experience with LLMs, we strongly suspected that
GPT-3.5 would struggle with zero-shot quantitative reasoning
in this context.

Data

While there is an active body of research on quantitative
reasoning with fine-tuning or few-shot contexts [30, 31, 32, 33],
we constrain our results in this study to zero-shot prompts to
better assess the “intrinsic” capability of these models. There-
fore, we prepared two separate assessments to allow us to iso-
late the arithmetic or quantitative capabilities from other ele-
ments of the Exam.

Assessment 1: Sample Exam - Regulation

The first assessment is intended to approximate the real Uni-
form CPA Examination using the AICPA’s online, publicly-
available sample exams. These tests “include two multiple-
choice testlets and three task-based simulation testlets for [...]
Auditing and Attestation (AUD), Financial Accounting and Re-
porting (FAR) and Regulation (REG);” the fourth section, BEC,
is shorter. Between AUD, FAR, and REG, we utilize the REG
section as it contains the most balanced distribution of skill

types and quantitative and qualitative reasoning. Therefore,
a test session of the REG exam as provided on the AICPA’s
site was transcribed on January 3rd, 2023, including correct an-
swers. All questions are formatted as simple text or, where ev-
idence or workpapers are formatted in tables or lists, as Mark-
down.

This process results in 40 test questions across five testlets.
Two of these five testlets consist of multiple-choice questions,
with a total of 15 questions ranging from four to six options
each. Of the remaining 25 questions, 24 require the test-taker to
indicate the correct financial amount and one requires the test-
taker to research authoritative material made available within
the exam. While we cannot redistribute these test questions di-
rectly, interested readers can directly access and take the AICPA’s
online sample exams at no cost.

A partially-redacted sample question from this assessment
is provided for reference below:

Assessment 1: Sample Question

Question: All taxpayers file their Form 1040 using

the tax filing status of single. Assume that [...].

Situation:

$6,000 - Loss on sale of [...]

$10,000 - Contribution to the capital [...]

$3,000 - Write-off of a worthless [...]

What is the taxpayer’s adjusted gross income?

Answer: $65,000

Assessment 2: Synthetic MCQ Assessment
As noted above, the Uniform CPA Examination is organized

around Bloom’s cognitive taxonomy [2], which is a widely-
adopted framework for structuring learning objectives and ca-
pabilities. The taxonomy is generally conceptualized as a pyra-
mid divided into six levels: Knowledge, Comprehension, Ap-
plication, Analysis, Synthesis, and Evaluation or Creation. As
noted above in Table 2, the AICPA has adapted these skill levels
into four simpler groups. The top two levels - Evaluation and
Analysis - not only most frequently feature arithmetic, but in
practice, are also frequently the most nuanced, contextual tasks
that real professionals address.

As an example, tasks like “Evaluate the reasonableness of
significant accounting estimates [...]” are ones for which, for
legal and ethical reasons, human oversight will likely remain
necessary.

Therefore, we focused this second assessment on the foun-
dational levels of the AICPA’s skill pyramid - Remembering &
Understanding and Application. To do so, we reviewed every
task in the AICPA’s Blueprints, dated October 18, 2021, to iden-
tify all relevant tasks. For each task, the lead author, a CPA, pre-
pared at least one question to address each task and skill level
identified. In sections where there were fewer than 50 relevant
Blueprint tasks, we randomly sampled tasks and added addi-
tional questions to ensure that all sections had at least 50 sam-
ples. While this means that the calculation of overall accuracy
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rate overweights sections such as BEC, we are not focused on
test passage per se in this research and therefore prefer breadth
and power.

These questions have been prepared, to the best of our abil-
ities, to mimic the nature and difficulty of real questions on the
Exam. In addition to reviewing material provided by the AICPA
itself, the authors also reviewed material and sample questions
prepared by McGraw-Hill Education and Becker Professional
Education to ensure that our test questions were at least as dif-
ficult and broad as theirs. All questions were drafted solely by
the authors, and a sample question from each section of this as-
sessment is provided for reference below.

Assessment 2: Synthetic REG Question

Question: Which of the following types of contract

does not require a written element in order to be

enforceable?

A. Contracts for the sale of goods for $500

or more

B. Contracts to act as surety

C. Contracts for the sale of a house

D. Contracts for leases of land for less than

one year

Answer: D

Assessment 2: Synthetic BEC Question

Question: Which of the following elements is not

part of the formula for calculating the cost of

retained earnings using the Capital Asset Pricing

Model?

A. The risk-free rate

B. The pre-tax cost of long-term debt

C. The company’s beta coefficient

D. The market risk premium

Answer: B

Assessment 2: Synthetic FAR Question

Question: Which of the following investment

types is eligible to be reported in the

financial statements at amortized cost?

A. Available-for-sale equity securities

B. Available-for-sale debt securities

C. Held-to-maturity debt securities

D. Trading equity securities

Answer: C

Assessment 2: Synthetic AUD Question

Question: Which of the following disclosures

related to the fair value of investments in

securities is required for a nonissuer?

A. Purchases and issuances for each class of

investments

B. Rollfoward of recurring level 3 fair value

measurements

C. Disclosures for financial instruments not

measured at fair value

D. The range and weighted average of

significant unobservable inputs

Answer: A

These questions, like natural language in the law itself, can
be subject to pedantic interpretation; for example, in the Au-
diting and Attestation (AUD) question above, an experienced
practitioner might qualify choice B by stating that it depends
on whether it’s a “full rollforward” or a limited number of sep-
arate elements of the rollforward. Similar to the actual CPA
Exam, some of our questions may require the selection of the
“best” option.

In total, we produced 208 questions across the four sections
of the Exam. The distribution of these questions is detailed
in Table 5 below. All questions are available in the online SI
on GitHub. Like the AICPA’s exam designers themselves, we
expect that there will be issues with the design or scoring of
our questions, and we encourage readers to submit additional
questions or suggested clarifications via corresponding email or
GitHub. As errata may be detected or new questions accepted,
updated results may be available in the online SI.

Assessment Section Number of Questions
1 REG 40
2 AUD 54
2 BEC 50
2 FAR 51
2 REG 53

Table 5: Number of AICPA and author-prepared questions per section.

Methods

In prior work on the Bar Exam [27], we outlined a method
for experimentally evaluating OpenAI’s models. For multiple
choice question (MCQ) assessments in this paper, we follow
this approach as closely as possible; calculated amounts and
short answers are compared to the correct answer after stripping
and reformatting answers. For example, (10, 000), (10000), and
−10, 000 are identical in the automated scoring of the model’s
responses.2

2Parentheses are used as shorthand in the accounting industry for negative
amounts.
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As in prior research, our evaluation is based on generat-
ing zero-shot prompts for the text-davinci-003 text completion
API. Unlike in our prior research [27], we are able to fully open-
source the source code and questions created in Assessment 2.
While replication of results requires an OpenAI account and ac-
cepting the AICPA’s terms of use, we have again attempted to
provide researchers with as much replication detail as is possi-
ble under the circumstances.

Prompt Engineering and Responses

Our ability to understand these large language models is
constrained both by our limited scientific understanding and
the proprietary nature of OpenAI’s models [27]. Despite this
gap, many have documented that such models are unexpectedly
sensitive to the specific prompts they are provided. The prac-
tice of writing such prompts is typically referred to as “prompt
engineering,” and details of prompt engineering are critical to
replication of studies involving LLMs.

In this research, we experimented with answer types, con-
textualization, and justification in prompt engineering [34]. The
following prompt variations were tested in at least one sam-
ple, although variations between Assessment 1 and Assessment
2 are required due to question types. For Assessment 1, the
prompts define entailment or recall tasks, i.e., where the model
must select the correct or most correct answer, as well as open-
ended problems where the model must calculate the correct
monetary amount. For Assessment 2, all questions are designed
to evaluate traditional entailment tasks. Complete details are
available in the source and data in the online SI.

1. Answer. Ask the model to answer with:

• its best choice only.

• its best and worst choices.

• its top three rank-ordered choices.

2. Contextualization. Ask the model to imagine it is:

• taking the CPA exam.

• designing the CPA exam.

• an accountant in the United States.

• a tax professional in the United States.

• a legal professional in the United States.

• a Big 4 accountant in the United States.

3. Justification. Require the model to provide:

• an explanation of its choices.

• an explanation and citation to authority or source.

• an explanation and citation within a specific list of
authorities or sources.

Generated prompts are combined with questions and sent to
the OpenAI API endpoint. The prompt and complete JSON re-
sponse, including the OpenAI API request ID, are logged for all
questions for all assessments. The API response is parsed and
stored for scoring, qualitative analysis, and open source release.

For scoring, no responses were manually altered or evaluated by
humans.

In general, most prompts produced similar performance,
clustering near the central tendency of 55% noted in Table 8.
In a number of cases, contextualization or justification resulted
in models that performed better on one section but worse on an-
other section. Contextual variations suggest differences in the
nature of advice between professions. Justification variations
suggest differences in the complexity or state of codification
across subject areas. Additional details, complete responses,
and details regarding phenomena such as hallucination are pro-
vided in the SI.

Model (hyper)parameters

As the AICPA curriculum itself notes, many models are sen-
sitive to small changes in their inputs, and LLMs are no dif-
ferent. In addition to prompt sensitivity, they are often highly
sensitive to the parameters set in training and inference. While
our ability to intepret results or identify all (hyper)parameters is
limited by the proprietary nature of GPT, we did evaluate how
altering some model parameters impacts the performance of the
model. We do not vary the maximum token output or attempt
nucleus sampling; however, we do evaluate the following pa-
rameters for at least one prompt:

1. temperature: Sampling temperature; 0.0 is deterministic,
higher is more “random.” We tested values in {0.0, 0.5,
1.0}.

2. best of: “Generates [N] completions server-side and re-
turns the “best” (the one with the highest log probability
per token).” We tested values in {1, 2, 4}.

Fine-tuning and Historical Models

While OpenAI does provide an API for fine-tuning models
including text-davinci-003, this publication is focused on the
zero-shot performance of the model itself. Furthermore, based
on prior experience in similar problems [27], we do not believe
that fine-tuning text completion at small sample sizes would im-
prove the models’ performance. In some circumstances, others
have found success in subsequent supervised or unsupervised
re-training of some or all layers of an LLM [35][36], while oth-
ers have documented circumstances in which fine-tuning results
in unexplained model degradation. In our prior work [27], we
noted a significant decrease in fine-tuned text-davinci-003 per-
formance at the scale of our training data. While it is possible
that this performance decrease is explained by the 50% head
layer contraction required by OpenAI’s API, we are unable to
test further without access to details of fine-tuning or resulting
weights.

In addition to text-davinci-003, OpenAI also makes a num-
ber of other models available through its API, including smaller
and older iterations of the GPT family. We repeated our testing
with the text-davinci-001, text-curie-001, text-babbage-001,
and text-ada-001 models provided through the OpenAI API.
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Results

In total, across all prompts and parameters tested, we asked
text-davinci-003 to answer over 50,000 questions in more than
700 independent assessment sessions. Details of the number
of sessions and parameter values tested are described below in
each assessment and in the online SI. The range of performance
values observed over all experiments is summarized in Table 6.

Correct Rates by Question Type and Assessment
Assessment Amount MCQ Short Answer

Assessment 1 5.7 - 9.4% 22.3 - 28.1% 0%
Assessment 2 N/A 50.0 - 57.6% N/A

Table 6: Correct rates by question type and assessment as measured by all-
experiment range of mean prompt performance between Assessment 1 and As-
sessment 2. Baseline for Multiple Choice is 22.67% for Assessment 1, 25% for
Assessment 2. Description of best prompts and parameters is provided below
and prompt details are available in SI.

Assessment 1

As expected, the quantitative reasoning and arithmetic re-
quired in Assessment 1 resulted in substantially lower zero-shot
performance than observed in Assessment 2. Out of 24 ques-
tions that required the test-taker to provide a numeric answer
based on facts and work papers, GPT-3.5 frequently only an-
swered one, two, or three questions correctly, resulting in an
average range across all parameters and prompts of 5.7 to 9.4%.
While it is arguable whether 0% is the true baseline for this task,
it is clear that such zero-shot performance is not on par with hu-
man test-takers.

GPT-3.5 also struggled with arithmetic on the 15 MCQs on
Assessment 1, scoring above random chance for some, but not
all, prompts and parameters. As a number of questions include
more than four choices, the true baseline rate of guessing is
22.67%, not 25%, but despite this, the best prompts and param-
eters were only 4-6% above the baseline rate.

Based on a qualitative review of these questions and the
model’s responses, we believe that performance could be im-
proved somewhat in few-shot evaluations. Further, we believe
that even some zero-shot performance improvements could be
achieved by expanding the prompt to include “scratchpads” for
common relationships or equations [37], as might be seen on
problems that feature common workpapers like a statement of
cash flows; however, in this paper, we focus on a zero-shot,
“out-of-the-box” evaluation, and so these improvements are left
for future research.

Assessment 2

As discussed in Assessment 2, we created 208 MCQs for
Assessment 2 to evaluate GPT-3.5’s capabilities at the founda-
tion of knowledge work. Each of these 208 questions has four
options, and therefore, the baseline guessing rate for the model
is exactly 25%. We assessed GPT-3.5 on 208-question assess-
ment exactly 180 times - three samples for each combination of
10 prompts, three temperature (T ) values, and two best of (n)
parameter values (3 · 10 · 3 · 2). Across these 10 prompts, mean

performance ranged between 51.1% and 56.9%, with a worst
run of 50.0% (Prompt 13, T = 1.0) and a best run of 57.6%
(Prompt 16, T = 0.0). We did not find significant differences
between n parameter values in this assessment.

Section Accuracy Accuracy - Top Two
AUD 57.1% 84.9%
BEC 69.7% 85.7%
FAR 51.0% 82.4%
REG 53.1% 75.8%

Table 7: Accuracy of GPT-3.5 by section of AICPA Exam Blueprints for best
prompt and parameter, with correct rate including second-best answer in paren-
theses. Passage rates are provided in Table 1 below for reference, but should
not be directly compared with model accuracy rates for the reasons discussed
above.

Table 7, Table 1, and Figure 1 show the performance of this
best prompt and parameter value, including the average per-
centage of correct questions by section and the average pas-
sage rate for test-takers in 2022 as reported by [29]. Over-
all, GPT-3.5 is demonstrating performance significantly in ex-
cess of guessing, achieving approximately 70% in questions on
Business Environment and Concepts (BEC), 57% for Auditing
and Attestation (AUD), 53% for Regulation (REG), and 51%
for Financial Accounting and Reporting (FAR). Furthermore,
as seen in prior research [27], GPT-3.5 demonstrates strong
non-entailment performance as represented by its rank order-
ing of choices. The model’s top two answers are correct over
82% of the time, significantly in excess of the 50% baseline.

While we did not qualitatively code all 208 question for the
applicable AICPA skill level, we did review all 53 questions
from the Regulation section in Assessment 2. We found that
at least 23 of the 53 questions (≈43%) require some degree of
Application or Analysis. While these skill levels may be sub-
jective in the context of realistic questions, we encourage read-
ers to examine the complete set of 208 questions in the SI for
themselves and to self-assess their own performance to set ex-
pectations regarding task type and difficulty.

We do not have a head-to-head comparison between real
test-takers and GPT-3.5 for Assessment 2. Based on our ex-
perience, however, we believe that these questions are at least
as difficult as the real Remembering & Understanding and Ap-
plication questions on the Exam. Further, the tasks tested in
Assessment 2 also account for the vast majority of tasks and
types of tasks covered in the AICPA Blueprints. In addition
to reviewing models for single correct answers, some prompts
also required models to provide explanations or justifications.
We performed a qualitative review of explanations and justifi-
cations for a sample of sessions, and found that more than half
of the model’s correct answers were also correctly explained
with the correct reference or authority. Interested readers are di-
rected to the online SI for thousands of examples of responses
from the model. Out of all explanations, including incorrect
ones, explanations included at least one hallucinated reference
or authority in approximately 37% of the time. Research is on-
going on the optimal degree of hallucination and techniques for
mitigating unwanted hallucination [38], and we will continue
to explore these questions and applications in future work.
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Model Correct
text-davinci-003 55.1
text-davinci-001 29.9
text-babbage-001 25.2
text-curie-001 20.4
text-ada-001 9.7

Table 8: Comparison of model performance across GPT-3 generations. For
text-davinci-003, the average is reported across all runs; for other models, a
subset of representative prompts and parameters were included. More details
are available in source and data in the online SI.

GPT Model Progression
In prior work [27], we noted that text-davinci-003 demon-

strated material improvements from prior generations of GPT
models. In this work, we also compare our results against older
or smaller GPT-3 models. Table 8 and Figure 2 summarize
these findings, demonstrating a qualitatively-identical story from
our work on the Bar Exam. Only text-davinci-001 exhibits the
ability to follow instructions and answer above random chance,
and between 001 and 003, the spread over random guessing has
increased from less than 5% to over 30%.

Conclusion and Future Work

In this paper, we document and develop two assessments
of knowledge worker readiness based on the AICPA’s Uniform
CPA Examination Blueprints. Assessment 1 is a sample Regu-
lation test as provided by the AICPA, including quantitative rea-
soning and calculations; Assessment 2 covers foundational skill
levels, excluding quantitative reasoning and calculations, for all
four sections of the Blueprints. In total, these assessments cover
a broad, practical curriculum including law, finance, account-
ing, and technology. We then experimentally evaluate GPT-3.5
on these two assessments, including detailed steps to replicate
this evaluation, and share source code and data for all questions
not covered by copyright.

First, we find that text-davinci-003 achieves a correct rate
of 14.4% on Assessment, significantly underperforming test-
takers. As many authors have documented in research on large
language models [31, 32, 33], arithmetic and quantitative rea-
soning are often outside the scope of zero-shot use cases, and
these results are consistent with these prior findings.

As arithmetic and quantitative reasoning are the subjects of
substantial active research, we look forward to exploring zero-
shot approaches as new models or techniques become available.
Further, as many industrial applications will support iterative or
few-shot approaches, we are continuing to investigate applied
use cases like the calculation of financial or operational met-
rics or the analysis of specific financial statements using more
mature techniques like [39].

Second, we find that text-davinci-003 can achieve an accu-
racy of 57% on Assessment 2, significantly better than a 25%
guessing rate, and approaching or on par with anecdotal test-
taker performance. It also demonstrates strong non-entailment
capabilities and improving explanation capabilities, as its top
two answers are correct 82% of the time and explanations are

correct more often than not. While this assessment is not iden-
tical to the CPA Exam and the AICPA does not publish directly
comparable statistics, approximately 45-55% of test-takers fail
the exams annually, as an indication of general difficulty. All
questions in this assessment are available for readers to review
and self-assess, and we encourage others to suggest improve-
ments or perform their own assessment on this material.

Finally, as in prior research, we find that recent generations
of GPT-3 demonstrate material improvements on this assess-
ment. While text-ada-001 could barely follow instructions and
text-davinci-001 only exceeded random chance by 5%, text-
davinci-003 is now approaching human performance on this as-
sessment.

As organizations and institutions around the world depend
on knowledge workers to navigate an increasingly complex le-
gal and financial landscape [40, 41], it is critical that we de-
velop tools that can help safely, effectively meet this demand
for knowledge work. Our findings strongly suggest that future
large language models have the potential to transform the qual-
ity and efficiency of knowledge work at least as much as search
engines did at the turn of the 21st century.
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