@ disjoint : P(ANB) = P(AIB) = 0

@ Baye’'stheorem : A BA)= P(PB;Q{D - P(AJDJ(Bzélf(B)

@® Independent : P(ANB) = P(A)P(B)
@ Bernoulli Trials : only two possible outcomes at any trial

R I

@® Cumulative Distribution Function (cdf) : Fy(x)2HA X<x)
@ cdf's Properties : @ 0<F(x<1 for all x € R

@ F(—0)=0, Fy+oo)=1

Q Fy(x is xo 4237185

@ F(x% is continuous from the right

© Ax<X<x)=Fx)=F{x)

ysi
® For discrete r.v'.s : Fy(x)= ZlP(X:XI')U(X—XI») — A X=x) : Alvte] =o]
=

>
where u(x) is a unit-step ftn. = { %) f{?(())
dF (x
@ Probability Density Function (pdf) : fy(x= 5;5 )

@ pdf’s Properties : @ fy(x0=0 for all xR

® Fx(®= [ fx)dx

* B fiofX(X)dle

@ Ax<X=x)= [ f(0dx

X

©® f(ds= Ax—d<X<x) for dx — 0"

@ For discrete r.v'.s @ fy(x)= Zlf(X: x)6(x— x,) ()= dLi{(XX)
- 0 x#+0
where 5 (0 is { unbounded  x=1
1 _ Geom)?
® Gaussian r.v. pdf : f(X=—F=—=¢ 20%
2107
- (x'=my*

@ Gaussian r.v. cdf FX(X)ZZ—\/lTOi fooe 2 gy

@ Binomial (< Bernoulli ) discrete : Fy(x)= Zo( I;{)pkg"ku(X—k)

=5 7)ot (x— B

k=0




@ Poisson : Fyx= ﬁ: e _b%k u(x— k)
=0 '

9= 2 e 2 s(x— R

x—a
j— , a<x<{hb
® Uniform (continuous) : Fy(x)= 0 xa, 1 b
( bia , a<x<h
(9= 0 , otherwise
xponential (continuous) @ £y 0 . xa
( _]b e - b , X> a
f(x)= 0 x<a
) ) . | 1—e N X_ba , X=a
® Rayleigh (continuous) : Fy(x)= ( 0 . xa
9 _ (x—a)?
[ —b(X— a)e b , X=a
fx(x)= 0 x{a

® Conditional cdf’s : Fy(¥B)2RAX<xB)= H%§B)

@ Properties Conditional cdf : @ Fy(—oo|B)=0, F,(o|B)=1
@ 0<Fy(4B)<1
® Fx|B<F{x|B if x<{x
@ Ax<{X<x|B)=F(x|B)—Fyx|B
® Fy(x"|B)=Fy(4B)

dF (x4 B)
dx

@ Properties Conditional pdf : @ f(xB)=0

® Conditional pdf's : f(xB)=

2 [ fBd—=1

® FyAB= | f(51B) db

@ Ax<X<xB= [ r(xiBax

® Joint cdf : Fyx, W2AX<x, Y<y)= KANB)

- discrete r.v.'s

Fy(x, )= i} ﬁ RX=x, Y=y)u(x—x)u(y—y,)

1 /=1




@ Properties Joint cdf : @ Fy{—o0,—00)=F  (—00,y)=F (x,—0)=
@ [0, 0)=1
@ 0<F,x,»<1 for all x,yeR
@D Fylxp) is X & Y 9] ©txZ7}3t4
©® Ax{X<x, Y<))=Fy(x,9)~ Fy/lx )
©® Ax{X<x, y{Y<3)=Fy{x,5) T Fyfx »)
— Fyy(x, 7)) = Fx{x 1)
* O Fyx,0)=FJ{x) , Fyloo,n=Fuy

82FXy(X, .V)
0x0y

@ Joint pdf : fy{x, 0=

- discrete r.v.'s

fof(x D=2 f}lf’(XZ x;, Y=y)s(x— x)6(y—y;)

2 2
® Properties of Joint pdf j D fylx)=0 for all x, y=R
@ Folxp=[ [ flx y)dcdy
*x @ [ [ folxiy)dxdy'=1
D PAx <X <x,y< Y<y,)= fylyszXY(X',y')dX dy’

® Marginal cdf: F(x)=F[x, )= ) [y Ax', y)dy 'dx’
— o0 J— 00 X

FY(-V):FXY(OO’-V):fiyoofooinxX,’y')dXIdy’

dF (%) © ,
gX =f_oony(X,y)dy

=2 de(Y) = [ flx P

® Marginal pdf: fy(x)=

f XoofX,,(X', »dx'

@ conditional cdf : Fy(xy)=—"— 75
f,yoony(X,Y')dy'
FA=""71
® conditional cdf :  £y(sty=-2- )fi(x}m _ f);y;();) 9
dF(itx fx )
£ (itx) = o );X( 3




@ distribution cdf & pdf of a sum of r.v.’s
—for two indep. r.v'.s X&Y W=X+Y

et Py(w= [ 100 [ rxaxay

dF © ,
—pdf @ fpy(W=—mg— Wﬁm fﬁ fAy)f(w—y)dy’ => convolution

@® central limit theorem independent r.v'.s
$ =
~pdf : f{y) of Y=2 X, is (= e ® : gaussian pdf
p Y( = Y( \/% g p

® For discrete r.v. @ E(X)= 21X1 - AX=x)= X
® E(x= f_oox- f(x)dx=X if a pdf is symmetric about x=a, then E(X)=a
@ For discrete r.v. : f (%= 2 AX=x)s(x—x,)

BX)= [ 3 AX=x)x6(x—x)dx

co ;=1

f iP(X X)fﬁOOXB(X—X,-)dX

co =1
® Expectation of ftn of an r.v. X : Y=g(X) ——> E(Y) = f_ &(x) - f(xdx

® conditional expectation : E(X|B) = f_ x- fy(dB)dx

fb x- f(0dx
if B={X<=b} E(XIB)=E(XIX<bh)=—"=

[7 fuzax
@® Moment about origin (m,) g(X)=X" (n=0,1,2,3,...)
m, = Eg(0)= EX)=B(X-0"= [ 5+ f(ddx

= my=1 , m=EX)=X
® Moments about mean (p,) @ g(X)=(X-X)" (n=0,1,2,3,...)
=B(X-X)7)= [ (x=X0"1(9ax

= Llozl . L11:0

® Variance (324 @ HA 1S A 2 S

=B(X-)= [ (=X(Ddx 2 o%=AX)~BEX)’ = m—nF

® skew | 1= E(X—X)")= | _°°Oo(x—X)3 c F(RDdx




® Characteristic function of an r.v. X

O (WEE™) = [ ™ (ddx

Fourier transform of fx(x) with the sign of w reversed (- — +)
= _1 “ — Jwx

L= [ @we dw

L, d'o (W)
aw" | w=0

2) oM<, (0)=1 for all w

1) m,=EX")=(—)) (n=0,1,2,...)

3) for discrete r.v. : @y (wm)= Zlé’jm’P(X =X;)

4) If Y=aX+b : @ Am=e™ (aw)




