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Abstract

A probabilistic lighting model is presented for thin coats of
fur over skin. Previous methods for rendering furry objects and
creatures have addressed the case where individual strands or tufts
of hair may be resolvable at the pixel level. These methods are
often computationally intensive. However, a large class of real-
world cases where individual hairs are much smaller than the size
of a pixel can be addressed using a probabilistic model for the
expected value of reflected light within a small surface area. Under
the assumption that hair parameters are slowly varying across the
skin, lighting calculations are performed on a reference hair with
prefiltered parameters. The reflected light from individual hairs
and from the skin below is blended using the expectation of aray
striking a hair in that area as the opacity of the fur coating.
Approximations for hair-to-hair shadowing and hair-to-skin
shadowing can be made using the same hit-expectation model.
Our system can be implemented in existing commercial surface-
rendering software at a much lower computational cost than typical
resolvable-hair methods.

CR Categories and Subject Descriptors: 1.3.7 [Computer
Graphics]: Three-Dimensional Graphics and Realism - Color,
shading, shadowing and texture.

Additional Keywords: natural phenomena, animals, fur,
anisotropic shading

1. INTRODUCTION

At first glance, fur appears to be one natural phenomenon
which doesn't "cheat" easily. The appearance of afurry object is
so distinctive that many approaches have utilized hair-by-hair
methods to achieve an acceptable level of realism. Indeed, some
of the most striking images of creatures with fur have been rendered
using techniques in which individual strands of hair are visible
[11][19]. But since many real-world creatures have millions of
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hairs, object-based rendering techniques typically have running
times which do not decrease as theimage size decreases. Volumetric
rendering algorithms render smaller images faster, but tend to be
memory and computation-intensive.

Our solution does not attempt to address the 'closeup’ situations
which are well-handled by the existing models. Instead we address
the common case where hair geometry is not visible at the final
image resolution, but the visual characteristics of fur, such as
glossy sheen and soft illumination, are still observed. Our model
falls into a class of secondary approximations, in which hairs are
not rendered directly, but are used as the underlying model for the
furry surface's lighting properties.

2. RELATED WORK

Most attempts to render fur have used brute force methods,
representing hairs with large numbers of polygons or particles
[71,[15],[20],[13],[2]. The primary drawbacks of these types of
methods are severe aliasing and/or computational costs which, in
some algorithms, actually increase as the subject decreasesin screen
size.

Kajiya[12] has addressed the illumination and rendering of
hairs using a volume technique, by precomputing a volume 'texel’
which is tiled across a furry surface. Hair geometry is rasterized
into this texel, and final rendering is accomplished using volume
rendering. This technique lends itself well to uniformly furry
surfaces which can be tiled using a small number of such texels.
Others eschew texels in favor of procedural hair generation [18].
Unfortunately, these are some of the more computationally intensive
methods available.

Many lighting models for complex surfaces take a probabilistic
approach to microstructure[4],[21]. Recent work [22] has extended
this paradigm to more complex surfaces by describing a general
method for estimating the bidirectional reflectance distribution
function (BRDF) via Monte Carlo sampling and parametrizing it
using spherical harmonics. This method iswell suited to complex
but uniformly patterned surfaces.

A number of proprietary fur renderers have been developed,
but published details are rare [8][17]. The true ancestors of this
work are the proprietary renderers used at our facility for high-detail
fur rendering [19] ([11]). These renderers were useful not only for
creating reference images for quality comparisons, but also as
working models forming a basis for comparisons of tradeoffs and
limitations of alternative rendering methods.

3. FAKE FUR RENDERING

We call our probabilistic fur rendering algorithm method the
'fakefur' agorithm, to distinguish it from our proprietary high-detail
method not covered here, which by comparison became known as
the 'realfur' algorithm. Despite the nomenclature, both methods
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are approximations of varying degrees to the appearance of rea
mammalian fur.

It should be noted that the goal of this method is to render
creatures to be composited into live-action feature films Although
the model can be used for other purposes, this goal has motivated
its parametrization and allowed us to ignore certain lighting
behaviours uncommon in such a setting:

The fakefur rendering method hinges on a probabilistic method
for computing fur visibility, which we call the fakefur opacity
function.

3.1. Outline

A sketch of the fakefur illumination process for a given area
isasfollows:
|. Compute the mean hair geometry within the sample region.
Thisisthe 'reference hair'.
I1. For each light:

1. Using the fakefur opacity function, compute the hair-
over-hair shadow attenuation.

2. Compute the reflected luminance of the average hair
in the sample region.

3. Using the fakefur opacity function, compute the hair-
over-skin shadow factor.

4. Compute the reflected luminance of the underlying
skin.

5. Using the fakefur opacity function, compute the
hair/skin visibility ratio.

6. Blend the reflected luminance of the skin and hair
using the visihility ratio to obtain the final reflected
luminance of the sample region.

I11. Sum the reflected luminances for each light to obtain the
total reflected luminance for the sample region.

3.2. Parametrization

We parameterize hair geometry on a surface by hair length,
hair radius, density of hairs, and hair tangents at the root and tip.
The reflectivity of individual hairs is parameterized by diffuse
reflectivity, specular reflectivity, specular exponent, and several
directionality factors for reflectivity/transmissivity control and
Lambertian macro-behaviour. Of the aforementioned parameters,
only the diffuse reflectivity is wavelength dependent.

The parameters for the hairs in a particular region may vary
over the surface, either in a procedural manner or defined via
texture maps.

3.3. The Fakefur lllumination Function

To describe the reflected luminance of asingle hair, we use a
modified version of the hair reflectance model described in [12].
The equations from [12] (with some notation modified for
consistency) are:

Weitruse = Kg Sin(T, L) 1)
Weeaiar = K[(T [L)(T [E) +sin(T, L)sin(T, E)]P @)

Whair = Waiffuse T Pspecular ©)]

The vectors T, L, and E represent the normalized hair
tangent vector, the normalized light direction vector, and the
normalized eye direction vector, respectively. W and its subscripts
are the reflectivity components.

One limitation of this model isits lack of directionality: hairs
are fully lit even if L is opposite V. We are interested in both
reflection and transmission. To increase directionality, we utilize
two new attenuation factors, introduced by [24], which may be
used to tune the relative transmissivity and reflectivity of a hair.

We first characterize the relative directionality of a given
incident light ray, eye ray, and hair tangent using the cosine of the
dihedral angle between the planes containing each pair.
(TxL)QT xE)

[T xL|T xE]|
Note that when Land E strike the same side of the hair

(frontlighting), k >0, and when L and E lie on opposite sides
of the hair (backlighting), k <0.

k =cos(T xL,T xE) = 4)
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Figure 1. Frontlighting
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Figure 2. Backlighting

We represent the amounts of forward and backward scattering
of the hair by the parameters Py gngmit @d Prefiect » Which vary in
the range [0,1]. Then our directional attenuation factor fg, is
computed as follows:

1+k 1-k
fair = Tpreﬂect +Tptransmit ©)



White or gray hairs are well-represented by nearly equal
reflectance and transmission coefficients. Hairs with more pigment
will have much higher reflectance than transmission. When both
Preflect AN Pyansmit @€ 1, No attenuation occurs.

We aso include a surface normal factor as a quick and dirty
way to adjust shadowing. Since the layer of fur is approximated
geometrically by a flat surface, if we were to use only shadow
mapping or shadow tracing to determine the shadowed areas, a
hard termination line would result. Instead we specify a smooth
gradation from full illumination to full shadow:

faurtace =1+ Psurface (SMOOthstEP( N, WpinsWmax) ~ D (6)

where N is the normalized surface normal, and smoothstep
is the smooth Hermite interpol ation between wy,, and Wy :

0,0x<a

1,0x>b (7)
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smoothstep(x,a,b) =
0 -
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When Pgrface 1S 0, NO attenuation occurs. Wi, and Wy
are the cosines of the starting and ending shadow termination
angles, and can be easily adjusted to match reference images.

In our model, both fy, and fgface @re multiplied into the
r.h.s. of equation [111.3] above:

Whair = fair furface (Waitfuse + Wepecular) (8)

If hairs are bent along their tragjectory, or if the hair parameters
are otherwise varying from root to tip, multiple samples along the
reference hair can be computed for W4, and averaged. In practice,
we found using avery small number of samples (3 or 4) is sufficient.

Because the hairs in question are relatively short and slowly
varying, we disregard the possibility of hairs with widely disparate
parameters reflecting light in the same sample region.

Like[12], this model is a first-order approximation, which is
most accurate when the hair albedo islow. No secondary scattering
of light off of hairs onto other hairsor onto skin is considered.

3.4. The Fakefur Opacity Function

The fur opacity function, denoted a ¢, computes the mean
opacity of a patch of fur as viewed from a given angle. a; isa
function of the hair geometry, the distribution of hairs, and the
viewing angle. In general, both the hair geometry and the
distribution of hairs can be quite complex, and we must make
some simplifying assumptions in order to generate an easily
computible formfor a¢.

We make the following assumptions concerning hair geometry:

* Hairs are truncated cones of radius ry, at their base, r; at
their tip and length | .
o 1>>n, ©)

Iy (10

In general, the projection of a truncated cone into a viewing
plane is the union of two ellipses (the projection of the base and

top) and atrapezoid (the projection of the sides). The area of the
projection of the base and top are proportional to r?, while the
area of the projection of the sides is proportional to I(r, +1;). So
the constraint| >>r,,r; implies that r?is vanishingly small for
most viewing directions. Therefore, we will consider only the
projection of the sides onto the viewing plane.

Under these assumptions, we compute the area of the projection
of ahair onto the viewing plane as the projection of its trapezoidal
profile,

A, =1(rp +1)/2 (11)
A, = A,sn(E,T) (12)

We make the following assumptions concerning distribution
of hairs:

¢ All hairs in the sampled region share identical geometry
and orientation.

e The distribution of hairs in a small region has Poisson
characteristics: Within a zone of uniform density, a sample of
half the size will contain half the hairs and hairs are placed
independently of each other .

It may be noted that the distribution of hairs on mammal fur
seems to follow a Poisson-disk pattern, not the Poisson pattern
described by our model [12].> Nevertheless, the assumption of a
Poisson pattern vastly simplifies the computation of the fur opacity
function, and as we will see in the following section, does not
significantly alter the results.

Under the above assumptions, we compute the average area
on the skin covered by n; hairs:

As:ﬂ

5 (13)

where n; is a constant denoting the number of hairs in a
sampleregion and D istheloca density of hairs. The projection
of that areais

A= A((EN) (14)

Thus, the coverage of a single hair in this area, and the
probability of arandom ray striking the single hair from direction
Eis
ay =22 =D A g 7 ) (15)

Wpéisol'ée the proj ectic@?—dependent part of ay, above asthe
fakefur projection function
oE.T.N)=3UET). (16)

The covergggNof the entire distribution of hairs, assuming
their independence, is computed as:

oy =1-(-ap)" =1- 3 PAIET, Ny

As the number of

17
irsin thenéample Eegion increases, this

There is some ambiguity in the literature concerning the
difference between a Poisson pattern and a Poisson-disk pattern.
In this paper, a Poisson pattern refers to independently distributed
samples, while a Poisson-disk pattern is defined, asin [9], as one
in which "no two samples are closer together than some distance
r," defining a non-overlapping radius surrounding each sample.
[SSJ] notes that "we also usually want the samples to be as close
together asthe disks allow."



simplifiesto:
lim a —1—; (18)
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Thisisthe fakefur opacity function.

3.5. Using the Fakefur Opacity Function

In the illumination process, the fakefur opacity function is
used for three separate computations: hair-over-skin shadows, hair-
over-hair shadows, and hair-over-skin visibility.

Hair-over-skin shadows are handled by computing the opacity
of the fur as seen from the light direction, and attenuating the light
intensity by this opacity before illuminating the skin:

Agin = I[1=a ¢ (L)]Wgin (19

where | istheilluminance, and A andits subscripts are the
reflected luminance and its summed skin and hair components,
respectively.

Hair-over-hair shadows are simulated by using some fraction
of the hair-over-skin shadows to similarly attenuate the hair
illuminance:

Apair = 1[1= 01 ¢ (L)]Whair (20)

A physical model should include an integral summing the
shadowed regions along a hair. The tips of the hairs will be
unshadowed by other hairs, while the roots of the hairs will be
completely shadowed by other hairs. We approximate this integral
with the constant s. This constant can be adjusted to increase or
decrease the density of the hair-over-hair shadows, but a value of
s=0.5 seemsto work well for essentially straight cylindrical hairs.
This corresponds to a coat of fur in which, on average, half of
each hair isin shadow and half is not in shadow.

The hair-over-skin visibility computation isthe smplest. The
opacity of the fur as seen from the camera viewing direction is
computed, and this value used to blend the skin luminance with
the hair luminance:

A =0 (E)Apgr +[1-a ¢ (E)Agin (21)

3.6 Large-scale geometry

Certain other steps involving large-scale geometry are not
included in the above outline. The three most notable omissions
are shadows cast by skin onto hairs (skin-on-hair shadows), shadows
cast by skin onto other skin surfaces (skin-on-skin shadows), and
the skinillumination model. These are not central to the algorithm,
and are well-handled by existing methods, so they will be covered
fairly briefly:

An implementation emphasizing physical accuracy might opt
for ray-traced shadows [5] and a skin substructure illumination
model such as[10]. However, in keeping with the high priority of
efficiency, our implementation applies the most expedient methods
available: For the scales at which we wish to render furry things,
shadow maps [23] are adequate mechanisms for skin-on-hair and
skin-on-skin shadows. And since the underlying skin is visible
only in afew areas where fur is thin or sparse, we use a variant of
the Torrance-Sparrow illumination model [21] for computing the

reflected luminance of the skin.

4. DISCUSSION
4.1. Validating the Opacity Approximation

Since the fakefur opacity function is so essential to the
illumination equation, it's important to establish that it's a valid
approximation.

How well does o approximate the density of real fur? The
distribution of hairs on mammal fur has been observed to be
distributed in a poisson-disk pattern [12]. Our model, on the other
hand, assumes that within a local region hairs are distributed
independently. We might expect that our model underestimates
opacity, because hairs in a poisson-disk distribution will overlap
less frequently than in a poisson distribution.

However, the approximation can be justified as follows. Very
short hairs can only overlap other hairs whose roots lie immediately
adjacent. In a poisson-disk distribution, there is high correlation
between adjacent hairs, while in an independent scatter, there is
no correlation. Therefore, for short hairs, the fur opacity function
is indeed a poor approximation of a poisson-disk distribution's
opacity. However, as hairs grow longer relative to the distance
between their roots, they may overlap hairs whose roots lie far
from their own. In a poisson-disk distribution such that the disk
radius is much larger than the hair radius, there are no direct
placement constraints on hairs which lie further away, so the odds
of overlapping hairs are well approximated by the poisson
distribution. (Thisis not true if the disk radius is not much larger
than the hair radius, but in this case the density is probably very
close to 1, by the assumption of equation 9, so the error is very
small.)

' /
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Figure 3. Poisson-disk pattern of triangles scan-converted into a
512x512 grid.r=.1,1 =15

We have verified empirically that the poisson distribution



density model approximates a poisson-disk distribution's density
quite closely when hairs are long relative to the distance between
them. Figure 3 shows a poisson-disk distribution of identically
oriented hairs with | = 1.5, r, = .2, and r; = 0 scan-converted
into a 512x512 buffer of size 3.5. Poisson scatters of varying
densities were similarly scan-converted and the resulting coverage
a ¢ plotted against D. The results are shown in figure 4. The fur
opacity function approaches 1 slightly more slowly than the
empirical data, as expected, but the discrepancy is smal, and narrows
even further for longer hairs.

Figure 4. Fakefur opacity function compared to poisson-disk
distribution densities.

4.2. Special Cases

There are two special cases which the above model does not
consider.

The first special case is the 'hot spot': the viewing vector E
is close to the illumination vector L. Because the shadows of
hairs are amost entirely occluded from view by the hairs themselves,
the overall brightness is greater than predicted by this model.
This effect can be observed by looking at one's own shadow in a
patch of grass on asunny day. The areaimmediately surrounding
the shadow, where the viewing and illumination vectors are very
close, appears brighter than the rest of the grass.

The second special case is the 'halo: the viewing and
illumination vectors are nearly opposite. In this case, the
approximation of the fur layer as a flat surface and the use of
shadow maps underestimates the strong transmission of light
through the fur around the silhouette edges of the creature.

Although these are easily observed in the real world, such
illumination environments are generally avoided by
cinematographers: When frontlighting, it is common to offset the
frontmost lights by several degrees from the camera axis, and
when backlighting, lights are often placed above and out of frame
to separate foreground and background without appearing unnatural.
Therefore, we have not found these limitations to be of great
practical concern for our usage.

5. RESULTS

The fakefur algorithm was used with resounding success to
simulate the appearance of dog fur in live-action feature films
[1][14]. The algorithm was implemented using the RenderMan
shading language and PhotoRealistic RenderMan rendering
software.

The color images below illustrates the degree of realism
attainable with this technique. In figures 5 and 6., only the two
adult dogs were filmed on location. All of the puppies in these
two images are computer-generated models illuminated using only
the fakefur method?

The fakefur model was eventually used to render most of the
computer-generated dalmatians featured in this film. Where
additional detail and nonlocal effects were required in closeups,
the 'realfur' hair renderer was employed. Figures 7 and 8 illustrate
the close match that was achieved between the 'realfur' model and
the probabilistic 'fakefur' model. |mages were generated at a variety
of scalesto verify the similarity of appearance. Notein particular
the specular sheen on the ears, the effect of high opacity along the
silhouette edges, and the pinkness of the underlying skin showing
through the thin coat of fur, which isitself colored aneutral off-white.

Although actual rendering times are highly dependent on
hardware and software, the 'fakefur' images in figures 7 and 8
rendered about 6 times faster than the 'realfur' images on the same
machines.

As shown in this plate, the two rendering techniques generate
almost indistinguishable images at a sufficiently small scale. This
allowed us to utilize both techniques in the same shots. In some
cases, individual dalmatians were rendered using the fakefur method
when distant from the camera, and using the realfur method as
they approached (or vice versa). The dissolve between the two is
essentially invisible.

6. FUTURE WORK

Some of the limitations of this work are fundamental, such as
the lack of high-frequency detail. However, others are merely
simplifications and could be improved with some additional work.

The constraint that hairs must be short isimposed in order to
enforce locality of texture influence and to avoid geometry
displacement away from the underlying surface. This constraint
could be relaxed by convolving the hair parameters with avariable
length and direction linear kernel [3] before applying them, and by
including a displacement computation for the underlying surface.

The current hair-to-hair shadow formula could be made more
accurate by extending the fur opacity function into three-dimensions,
taking into account the change of hair radius and the bend of the
hairs along their length.

The model has an unwieldy number of parameters. Although
some may be determined by direct measurement, many must be
assigned by trial and error. This allows considerable freedom for
aesthetic considerations, but makes achieving a specific appearance
somewhat cumbersome. In the future we hope to find ways of
reducing the number of free parameters.

Although this model itself is applied here to a single breed of

2Color plates have been color-corrected to match
photographic film response.



dog, it can be applied to any animal with reasonably short fur.
The concepts underlying the fakefur model also show promise in
creating effective lighting models for certain classes of fabrics.
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Figure 6. A frame from the film 101 Dalmatians. O Disney
Figure 5. A frame from the film 101 Dalmatians. O Disney 1996, All Rights Reserved.

1996, All Rights Reserved.
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Figure 7. Comparison of ‘realfur’ and ‘fakefur’ methods at F.I gure 8 Somparison of “realfur and fakefur’ methods &
. different scales.
different scales.




