
level events in the Paleozoic range from a few
tens of meters to ~250 m (22). A recent synthesis
of the Carboniferous-Permian yielded fluctuations
of a few tens of meters in the nonglacial intervals
and changes of up to 120 m in the glacially dom-
inated periods (23). Many of these regional es-
timates will be subject to refinement in the future,
once the sections in question are rigorously
backstripped.

Although we deem the long-term trends to
be real, the difficulties in estimating meaningful
measures of the magnitude of eustatic changes
discussed above imply that the absolute global

amplitude of both the long-term envelope and
the short-term changes remain elusive. All such
measures must be currently considered as ap-
proximate. These observations also caution us
about the futility of generalizing the magnitude
of individual sea-level events from one con-
tinental margin to represent worldwide eustatic
values.

The concept of RDs [first proposed by M. E.
Johnson (24)] implies that we consider the
sections therein to be currently the best avail-
able representation of the modal mean for the
time segment under consideration. Our criteria

for inclusion of an area as a RD are as fol-
lows: (i) the time segment in question is rep-
resented by a period of tectonic quiescence
locally (or is correctable for tectonic influences)
and has suffered relatively little postdeposi-
tional deformation and is thus interpretable
with sequence-stratigraphic methodologies;
(ii) sections are relatively well-dated, prefera-
bly with multiple biostratigraphies (to enhance
the chronostratigraphic signal-to-noise ratio);
(iii) outcrops in the area have open public
access; and (iv) the area will easily lend itself
to geohistory analysis so that the relevant sec-
tions can be eventually backstripped (as well
as corrected for local dynamic topographic
changes over time) for more-refined estimates
of the magnitude of changes in sea level. We
list the selected RDs and ancillary sections in
the SOM, along with background literature
and ages assigned by us to the interpreted se-
quence boundaries.

Results and conclusions. Here we offer
(in our view) a robust working model of the
history of the Paleozoic sea level that is,
nevertheless, subject to refinement with better
chonostratigraphies and when the sections are
subjected to backstripping analyses. Our results
show a long-term sea level curve, including a
rising sea level during the Cambrian–through–
Early Ordovician interval [see fig. S1 and
explanation in (25)], a marked dip during the
Middle Ordovician (the Dapingian to early
Darriwilian) preceding a substantial rise enter-
ing the early Late Ordovician, and the highest
sea levels of the Paleozoic during the early
Katian (when the sea level is estimated to be
~225 m higher than at the PD). This was
followed by a sharp fall during the latest Or-
dovician (late Katian to the Hirnantian) that
continued into the earliest Silurian. The re-
mainder of the Early Silurian saw the beginn-
ing of another long-term rise that culminated
in a mid-Silurian (mid-Wenlock) high, fol-
lowed by a decline that lasted from Late
Silurian (Ludlow) through Early Devonian
(Emsian). The Middle Devonian saw the be-
ginning of yet another long-term rise, which
reached its acme in the early Late Devonian
(Frasnian). After a slight dip at the Frasnian/
Famennian boundary and a recovery in the
early Famennian, the long-term curve shows
a gradual sea-level decline in the later De-
vonian (late Famennian) with a punctuated
fall near the Devonian/Carboniferous bound-
ary. After a short recovery, subsequent long-
term decline began in the mid-Mississippian
(mid Visean), reaching a low in the late Mis-
sissippian (near the Mississippian/Pennsylva-
nian boundary). The next long-term rise (though
less pronounced than all previous rises) began
in the mid-Pennsylvanian (Moscovian) and
lasted only until the end of the Pennsylvanian
(Gzhelian), followed by a slight fall thereafter
in the earliest Permian (Asselian). The sea
level stabilized at that level for the remainderFig. 3. Carboniferous-Permian sea-level changes. See the caption of Fig. 1 for details.
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of the Early Permian. A sharp trend toward a
declining sea level started in the mid-Permian
(Roadian), culminating in the nadir of the sea
level for the Paleozoic in the early Late Permian
(Wuchiapingian). It began to recover in the latest
Permian (Changhsingian), but the general low
extended into the Early Triassic.

The shorter-term (third-order) base-level
changes generally vary in duration from ~0.5
to 3.0 My (with the exception of Early-to-
Middle Mississippian). One hundred seventy-
two discrete third-order events (cycles) have
been identified, with an average duration of
~1.7 My per cycle. In some intervals, the
sections preferentially preserve fourth-order
cycles, indicating a possible long-period or-
bital eccentricity control. Four such intervals
have been identified so far: in the middle Cam-
brian (Toyonian to Mayan), middle Devonian
(late Eifelian to Givetian), middle to late Car-
boniferous (late Visean to Kasimovian), and
early to Middle Permian (Artinskian to Cap-
itanian); however, fourth-order cycles may
exist more widely. Whether this higher fre-
quency is entirely due to higher sedimentation
(a preservational effect) or the underlying
signal (that is, long-term orbital forcing) is
not always clear. The two younger intervals of
higher-frequency cycles (in the Carboniferous
and Permian) also coincide with periods of
known glaciation, but for the two older in-
tervals (the middle Cambrian and middle
Devonian) no glaciation has been documented
(26–28).

It should be noted that for the Early to
middle Mississippian, the duration of most of
the third-order cycles seem inordinately long (up
to ~6.0 My). Although occasional long cycles (3
to 5 My) also occur at other times (for example,
in the Cambrian through early Silurian), the
consistent occurrence of long cycles in the Early
to middle Mississippian may point to time-scale
problems for this interval (the Tournaisian and
Visean stages are also inordinately long, prob-
ably for the same reason).

We are unable to comment on all of the
causes for shorter-term (third-order and fourth-
order) eustatic changes in the Paleozoic. Al-
though glaciation has been attributed to ~28% of
the Paleozoic time (and suspected for another
10%), it has not been documented for the
remainder of this era (26–28). Thus, waxing
and waning ice sheets cannot be considered to be
the only underlying cause for fluctuations in the
Paleozoic sea level. Nevertheless, because the
Paleozoic glacial record remains fragmentary, the
question remains open. Conversely, there may be
other, nonclimatic, causal mechanisms for short-
term changes in sea level that still remain to be
discovered.
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Ultrafast X-ray Thomson Scattering
of Shock-Compressed Matter
Andrea L. Kritcher,1,2* Paul Neumayer,2 John Castor,2 Tilo Döppner,2 Roger W. Falcone,3
Otto L. Landen,2 Hae Ja Lee,3 Richard W. Lee,2,3 Edward C. Morse,1 Andrew Ng,2
Steve Pollaine,2 Dwight Price,2 Siegfried H. Glenzer2

Spectrally resolved scattering of ultrafast K-a x-rays has provided experimental validation of
the modeling of the compression and heating of shocked matter. The elastic scattering component
has characterized the evolution and coalescence of two shocks launched by a nanosecond
laser pulse into lithium hydride with an unprecedented temporal resolution of 10 picoseconds.
At shock coalescence, we observed rapid heating to temperatures of 25,000 kelvin when the
scattering spectra show the collective plasmon oscillations that indicate the transition to the dense
metallic plasma state. The plasmon frequency determines the material compression, which is
found to be a factor of 3, thereby reaching conditions in the laboratory relevant for studying
the physics of planetary formation.

Shock wave heating is a key technique to
produce matter at extreme conditions in the
laboratory in which the physics of plan-

etary formation (1) and modeling of planetary
composition (2) can be tested. Contemporary
experiments are designed to determine the equa-
tion of state (EOS) of light elements (3–5) or to
measure effects of shock waves on matter, for
example, to investigate effects by solar nebula
shocks (6). In addition, the inertial confinement
approach to controlled nuclear fusion (7) uses a
deuterium-tritium–filled capsule that will be com-
pressed to 1000 times solid density and heated
to temperatures larger than the interior of the Sun
by using a sequence of coalescing shock waves.

Previous shock wave experiments have been
restricted to measuring particle and shock ve-
locities (4). The experiments reported here di-
rectly measured the thermodynamic properties
and dynamic structure factors of shocked matter.
These experiments have become possible with
the advent of penetrating powerful x-ray probes
(8) produced by high-energy (300 J) petawatt-
class ultrashort pulse lasers.

We shock-compressed lithium-hydride, LiH,
with an energetic nanosecond laser and mea-
sured the conditions with spectrally resolved
x-ray Thomson scattering (9). These pump-probe
experiments show that efficient compression
and heating occur at temperature and density
conditions previously not accessible to quan-
titative in situ characterization. The experimental
data show a factor of 3 compression with con-
comitant heating to T = 25,000 K = 2.2 eV, in
broad agreement with radiation-hydrodynamic
modeling. Although the range of temperatures
traversed in phase space by shock compression

agrees with calculations that use a quotidian (10)
equation of state (QEOS), calculations with the
Sesame (11) EOS tables provide a better match
of the coalescence time.

In the schematic of the experiment shown
together with a data record from the x-ray spec-
trometer (Fig. 1A), a 450-J laser beam (12) ir-
radiates 300-mm-thick LiH (initial density of r0 =
0.78 g cm–3). The laser pulse was shaped in time
(Fig. 1B) with a 4-ns-long foot at a laser inten-

sity of 1013 W cm–2 followed by a 2-ns-long peak
at 3 × 1013 W cm–2. Radiation-hydrodynamic
simulations (13) indicate that the two shock
waves launched into the target compress the tar-
get to 2.2 g cm–3 and coalesce about 7 ns after
the beginning of the laser drive (Fig. 1C).

An ultrashort pulse laser delayed from the
nanosecond laser illuminates a titanium foil,
producing a 10-ps-long K-a x-ray pulse (14) at
an x-ray energy of E0 = 4.51 keV that penetrates
through the dense compressed LiH. By varying
the delay between the nanosecond heater beam
and the short pulse probe beam, we probed con-
ditions before and during shock coalescence. The
short pulse laser energy of 300 J is converted to
Ti K-a with an efficiency of 5 × 10−5, providing
1012 x-ray photons on target, sufficient for mea-
surements of elastic and inelastic scattering com-
ponents in a single shot.

The data record at shock coalescence shows
features in the scattering spectrum resulting from
interactions with the delocalized, that is, metal-
lic, and bound electrons. The former undergo
plasma (Langmuir wave) (15) oscillations at the
plasma frequency that give rise to the inelastic
plasmon scattering feature (9), whereas the latter
give rise to elastic Rayleigh scattering.

The plasmon feature is downshifted from
the incident 4.51-keV x-rays as determined by the
Bohm Gross dispersion relation (16), with the
leading term being the plasma frequency, wp =

1Nuclear Engineering Department, University of California
Berkeley, Berkeley, CA 94709, USA. 2Lawrence Livermore
National Laboratory, Post Office Box 808, Livermore, CA
94551, USA. 3Physics Department, University of California
Berkeley, Berkeley, CA 94709, USA.

*To whom correspondence should be addressed. E-mail:
kritcher@berkeley.edu

Fig. 1. (A) Schematic of the experimental setup. A short (10-ps), monoenergetic (DE/E < 0.5%), K-a x-ray
probe is generated by ultrashort pulse laser irradiation of a titanium foil. The x-rays interact with matter
compressed by a 6-ns-long shaped laser pulse. The x-ray Thomson scattering spectrum shows inelastic
scattering on plasmons and elastic Rayleigh scattering features. (B) The evolution of the shocks is
measured at various times by changing the delay between the ultrashort pulse laser and the long-pulse
pump beam. (C) Radiation hydrodynamic modeling indicates coalescence of the shock waves at t = 7 ns.
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(nee
2/eome)

1/2. Here, ne is the electron density,
eo the permittivity of free space, and e and me

the electron charge and mass, respectively. Ther-
mal corrections to the dispersion relation result-
ing from the propagation of the oscillations are
small, whereas quantum diffraction is calculated
from the Compton energy, EC = (h/2p)2k2/2me =
9.3 eV. h is Planck’s constant, and the magnitude
of scattering vector k determines the scale length
of electron density fluctuations probed in this
experiment. The scattering vector depends only
on the probe energy and scattering angle, k =
4p(E0/hc)sin(q/2) = 1.6 Å−1. Thus, the downshift
of the plasmon provides the electron density from
its main dependence on the plasma frequency.

The strongly bound K-shell electrons of Li
and H that interact with x-ray photons are not
excited by the scattering process because their
ionization potential is greater than the Compton
energy, and therefore those electrons scatter
elastically. The intensity of the elastic scattering
feature is sensitive to the number of strongly
bound electrons and the ion-ion structure factor;
the latter is sensitive to the ion temperature.
Hence, the temperature can be inferred from the
elastic scattering strength.

The experimental scattering spectrum at shock
coalescence, t = 7 ns, and at t = 4 ns, just before
the second strong shock wave was launched, are
shown in Fig. 2. These spectra are fit with cal-
culated scattering profiles by using the theo-
retical dynamic form factor of (17). Also shown
is a spectral profile of the Ti K-a source mea-
sured with the same spectrometer. In addition
to the short probe pulse duration required to
time-resolve the shock wave coalescence, this
x-ray source exhibits no spectral features on
the red wing of the K-a doublet, allowing ac-
curate observations of inelastic scattering on
plasmons.

The scattering signal at t = 4 ns shows only
elastic scattering, indicating a lack of free electrons.
The theoretical fit that takes into account contribu-
tions from bound and free electrons limits the
degree of ionization to Z* < 0.1. However, the
intensity of the elastic scattering peak alone has
increased by 40% T 10% compared with scattering
from cold samples, indicating a T < 0.4 eV.

In contrast, when the shock waves coalesce
at t = 7 ns, strong plasmon oscillations give rise
to inelastic scattering downshifted from the
elastic peak by DEpl = 24 eV. In this case, the
elastic scattering signal has increased by 100% T
10% compared with scattering from cold sam-
ples, indicating T = 2.2 eV. Compression and
heating results in ionized material with Z* = 1 for
Li(+)H as determined from the shape of the scat-
tering spectrum. An error bar of +2% and –10% is
inferred from the minimum of the root mean
square difference between the experimental data
and the theoretical spectrum (18).

For the degenerate systems encountered here,
the plasma screening length, lS = 0.57 Å, at
which local electric fields are shielded by mobile
charge carriers, approaches the Thomas-Fermi

length (17). Therefore, scattering is collective
with a scattering parameter (19) a = 1/klS =
1.1, where the scattering scale length is on the
order of the screening length required for the
observation of plasmon oscillations.

The plasmon shift determined by the calcu-
lated spectra provides the electron density, ne =
1.7 × 1023 cm–3. The density is obtained with an
error of 10% because of noise in these single-shot
data. Accurate knowledge of the electron density
further determines the absolute electron-electron
structure factor (20). In the long-wavelength limit

Saa(k) = k2/[k2 + (1/lS)
2]

with a indicating e or i for electron or ion,
respectively. With lS for a partly degenerate
electron fluid, we find See(k = 1.6 Å−1) = 0.46.
This value, combined with the measured elastic
and inelastic scattering amplitude, determines
the absolute ion-ion structure factor, which yields
the ion temperature from the ion Debye screen-
ing length. The spectral calculations and
parameters of Fig. 2 include multiple-species
ion-ion structure factors from one-component
electron-ion interaction potentials (17) that have
been shown to be consistent with previous ex-
periments (9).

The evolution of the measured temperature
as a function of time is shown (Fig. 3) along
with results from radiation-hydrodynamic cal-
culations using the code LASNEX (18). The
strong rise at t = 7 ns indicates coalescence of
the shock waves. The temperature has been
inferred with an error of 10 to 20% because of
noise. Partial scattering from uncompressed
material has been accounted for, resulting in a
correction of about 10%.

The simulation results shown in Fig. 3 are
mainly dependent on the choice of the EOS
and rather insensitive to details in radiation
transport and heat conduction. The ranges of
temperatures arise from variations in the amount
of impurities and oxide layers consistent with tar-
get characterization. The QEOS, being the simpler
model, includes a modified electronic Thomas-
Fermi statistical model with ion thermal motion
calculated beyond the Grüneisen EOS by includ-
ing temperature-dependent corrections to the pres-
sure. This model is consistent with the wide range
of temperatures accessed in this experiment.

The Sesame EOS includes atomic structure
based on solutions of the single-particle quan-
tum levels in the self-consistent field of an atom
(21). The peak temperature and the experimen-
tally observed coalescence time are in excellent
agreement with modeling that uses the Sesame
EOS. However, early in time the agreement is
less satisfactory, indicating that a future com-
parison with first-principle statistical models
(22) will be of interest to understand these weak-
ly shocked systems.

At peak temperature, the calculations indicate
pressures in the range of P = 300 to 420 GPa.
With Z* = 1 and the electron density from the
plasmon data, we find a density of r = 2.25 g cm–3,
corresponding to three times compressed LiH.
This value is consistent with the EOS data ob-
tained from density functional perturbation theory
(23) and approaches conditions where a pressure-
induced insulator-metal transition is predicted (24).

Our results demonstrate the capability to mea-
sure temperature and density in dense matter
during shock compression with 10-ps tempo-
ral resolution. The experiments have shown the
transition to a metallic plasma state in the sol-
id phase, resulting in the observation of plas-

Fig. 2. X-ray scattering spec-
trum from shocked LiH, show-
ing elastic Rayleigh scattering
and inelastic plasmon scatter-
ing features. At t = 7 ns (top),
the plasmon energy shift of
24 eV indicates 3× compres-
sion, whereas the intensity of
the elastic scattering feature
shows heating to temperatures
of 2.2 eV. Earlier in time only
elastic scattering is observed
(middle) as demonstrated when
compared with the K-a source
spectrum (bottom). The ob-
servation of plasmons at t =
7 ns indicates the transition
to the metallic free electron
plasma in the solid phase.

(1)
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mons. This feature has further allowed testing
of radiation-hydrodynamic calculations with dif-
ferent EOS models for shock-compressed matter.
This technique is opportune for inertial con-
finement fusion experiments that will achieve
extreme densities, for example, on the National
Ignition Facility (25).

Lastly, the K-a x-ray source used in this study
provides the same number of x-ray photons on
target as projected for future x-ray free electron
laser facilities (26, 27). This indicates that x-ray
Thomson scattering experiments on dense mat-
ter will soon be accessible for high-repetition

measurements of thermodynamic properties with
20- to 200-fs temporal resolution.
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Time Reversal and Negative Refraction
J. B. Pendry

Time reversal and negative refraction have been shown to be intimately linked processes.
We propose a scheme that exploits transitions between positive and negative frequencies to mimic
negative refraction at an interface and hence to make a negatively refracting lens. The theory
applies equally to electromagnetic and acoustic waves. We also propose an experimental
realization, and under ideal circumstances this lens can exhibit subwavelength resolution, limited
only by the strength of the time-reversed signal.

In a time-reversal experiment, a wave might
strike a surface where it is reflected into a new
state such that its phase evolves backward in

time (1, 2). As a result, a wave originally diverg-
ing from a source now converges back onto that
source. In contrast, a wave striking a negatively
refracting medium (3, 4) is transmitted into the
medium, where its phase evolves backward in
space (Fig. 1), and the wave converges to a focus
inside the medium. There is an appealing sym-

metry between the two processes, provoking a
deeper inquiry into their relationship.

Let us examine the similarities between the
two processes. Negative refraction implies that,
as a pulse of waves moves forward, the phase
evolves in the opposite direction. In other words,
the group and phase velocities are oppositely
directed

w
k
dw
dk

< 0 ð1Þ

and hence moving into the negatively refracting
medium begins the process of phase reversal
(here,w is the frequency and k is the wave vector).

Sometimes the same medium can host both pos-
itively and negatively refracting states. This may
happen in certain chiral media (5), where the spin
of the photon dictates positive or negative refrac-
tion, or in graphene (6, 7), where the pseudospin of
an electron close to the Fermi energy controls the
phase evolution. Such media are designated as
“self-conjugate.”

Self conjugation forges the link between time
reversal and negative refraction. Consider a wave
of the form

E ¼ E0 ê0 expðik ⋅ r − iwtÞ ð2Þ

whereE is the electric component of the field, E0
is a constant, ê0 is a unit vector defining the
polarization, r is a position vector, and t is time.
Now shift the frequency down by an amount dw =
2w (here, E′ is the shifted electric field)

E0 ¼ E0 ê0 expðik ⋅ rþ iwtÞ ð3Þ

Reversing frequency has the same effect as re-
versing time (Fig. 2). The same figure shows that,
if negative frequencies are included, any linearly
dispersing medium can be regarded as self-

Fig. 3. The temperature of
the shocked LiH as a function
of time from x-ray Thomson
scattering measurements and
from radiation-hydrodynamic
modeling using different EOS
models. The range of tempera-
tures for each model accounts
for LiOH surface impurities
(lower bounds) to no impurities
(upper bounds). The experi-
ments and calculations dem-
onstrate efficient heating by
shock coalescence, with small
differences in shock timing
resolved by the short K-a
x-ray pulses. Error bars result
mainly from noise in the
experimental data.
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mons. This feature has further allowed testing
of radiation-hydrodynamic calculations with dif-
ferent EOS models for shock-compressed matter.
This technique is opportune for inertial con-
finement fusion experiments that will achieve
extreme densities, for example, on the National
Ignition Facility (25).

Lastly, the K-a x-ray source used in this study
provides the same number of x-ray photons on
target as projected for future x-ray free electron
laser facilities (26, 27). This indicates that x-ray
Thomson scattering experiments on dense mat-
ter will soon be accessible for high-repetition

measurements of thermodynamic properties with
20- to 200-fs temporal resolution.
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Time Reversal and Negative Refraction
J. B. Pendry

Time reversal and negative refraction have been shown to be intimately linked processes.
We propose a scheme that exploits transitions between positive and negative frequencies to mimic
negative refraction at an interface and hence to make a negatively refracting lens. The theory
applies equally to electromagnetic and acoustic waves. We also propose an experimental
realization, and under ideal circumstances this lens can exhibit subwavelength resolution, limited
only by the strength of the time-reversed signal.

In a time-reversal experiment, a wave might
strike a surface where it is reflected into a new
state such that its phase evolves backward in

time (1, 2). As a result, a wave originally diverg-
ing from a source now converges back onto that
source. In contrast, a wave striking a negatively
refracting medium (3, 4) is transmitted into the
medium, where its phase evolves backward in
space (Fig. 1), and the wave converges to a focus
inside the medium. There is an appealing sym-

metry between the two processes, provoking a
deeper inquiry into their relationship.

Let us examine the similarities between the
two processes. Negative refraction implies that,
as a pulse of waves moves forward, the phase
evolves in the opposite direction. In other words,
the group and phase velocities are oppositely
directed

w
k
dw
dk

< 0 ð1Þ

and hence moving into the negatively refracting
medium begins the process of phase reversal
(here,w is the frequency and k is the wave vector).

Sometimes the same medium can host both pos-
itively and negatively refracting states. This may
happen in certain chiral media (5), where the spin
of the photon dictates positive or negative refrac-
tion, or in graphene (6, 7), where the pseudospin of
an electron close to the Fermi energy controls the
phase evolution. Such media are designated as
“self-conjugate.”

Self conjugation forges the link between time
reversal and negative refraction. Consider a wave
of the form

E ¼ E0 ê0 expðik ⋅ r − iwtÞ ð2Þ

whereE is the electric component of the field, E0
is a constant, ê0 is a unit vector defining the
polarization, r is a position vector, and t is time.
Now shift the frequency down by an amount dw =
2w (here, E′ is the shifted electric field)

E0 ¼ E0 ê0 expðik ⋅ rþ iwtÞ ð3Þ

Reversing frequency has the same effect as re-
versing time (Fig. 2). The same figure shows that,
if negative frequencies are included, any linearly
dispersing medium can be regarded as self-

Fig. 3. The temperature of
the shocked LiH as a function
of time from x-ray Thomson
scattering measurements and
from radiation-hydrodynamic
modeling using different EOS
models. The range of tempera-
tures for each model accounts
for LiOH surface impurities
(lower bounds) to no impurities
(upper bounds). The experi-
ments and calculations dem-
onstrate efficient heating by
shock coalescence, with small
differences in shock timing
resolved by the short K-a
x-ray pulses. Error bars result
mainly from noise in the
experimental data.
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conjugate and contains a negatively dispersing
band. Of course, negative refraction is never seen
at an interface between ordinarymedia, because a
positive frequency band has to refract into an-
other positive frequency band or a negative fre-
quency into another negative frequency. Both
cases imply a positive angle of refraction. This is
always true of passive systems.

The link between negative refraction and time
reversal has been remarked on before in (8),
where a phase-conjugating interface between two
regions of space was postulated as a particular
mathematical construction—one ofmany possible.
Apparently independently of the earlier work, the
analogy was carried further in (9), where it was
pointed out that this particular interface supported
surface resonances of the same character as those
appearing at interfaces with negatively refracting
materials. Somewhat later in (10), a practical
realization of this mathematical scheme was pro-
posed, but only a partial realization. Whereas the
scheme is effective for the far field, it does not
reproduce the same boundary conditions for eva-
nescent states and therefore supports no surface
modes. In fact, a realization of the boundary con-
dition had already been implemented in (11), but
again only effective for the far field.

Now consider a possible physical realization
of the present approach. By making the interface
time-dependent, more interesting things can hap-
pen. Consider the simplest case where a thin
sheet of dielectric separates two regions of other-
wise empty space, and let the permittivity
uniformly pulsate at a frequency of 2w. This
parametric oscillation will induce transitions be-
tween positive and negative frequencies in a
manner familiar to four-wave mixing exper-
iments. There is an important difference in our
configuration: If the dielectric sheet is much
thinner than the wavelength, there is no momen-
tum conservation normal to the sheet; only par-
allel momentum is conserved [scattering from a
thin sheet has also been considered (12)]. Thus,
the pulsating sheet generates two waves that are
shown in Fig. 1C: (i) a conventional time-
reversed wave that returns to the source on the
same side of the sheet and (ii) another with op-
posite momentum normal to the sheet exiting on
the far side to form an image in the manner of a
medium with a refractive index n ¼ −1.

Our configuration is an alternative to the
Veselago lens, except that this version focuses
only the far field and, like other schemes (8–11),
is subject to wavelength limitations on resolution.

It lacks the extraordinary property of a true
n ¼ −1 material of subwavelength resolution.
This limitation can be overcome by the addition
of further components to the system.

Figure 3 shows a system containing two time-
reversing sheets separated by a distance d. Waves
are reversed by the first sheet and again by the
second, returning to “positive frequency” on emerg-
ing from the system.

More formally, transmission and reflection
coefficients (T and R) are defined for the sheets
that are assumed to be identical. Furthermore, if
the sheets are very thin

T ¼ R ð4Þ

This result can easily be understood by noting
that transmitted and reflected waves are sourced
on the same set of currents and charges. Because
the sources are two-dimensional (2D), they are
mirror symmetrical about the plane and hence give
rise to the same transmitted and reflected fields.

The component of the wave vector perpen-
dicular to the sheets is given by

kz ¼ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2=c20 − k2x − k2y
q

ð5Þ

when kz is real, and by

kz ¼ þi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2x þ k2y − w2=c20
q

ð6Þ

when kz is imaginary.
The transmitted wave between the two sheets

can be written in the case of real kz (where R is a
constant, || denotes the component of a vector
parallel to the plane of the sheet, and d is defined
in Fig. 3

E ¼ E0ê Reik∥⋅r∥

% þð1þ R2 þ⋯Þeð−ikzz þ iwtÞ

þðRþ R3 þ⋯Þeð−ikzz − iwtÞ

"#

¼ E0êReik∥⋅r∥

% þð1−R2Þ−1eð−ikzzþ iwtÞ

þRð1−R2Þ−1eð−ikzz− iwtÞ

"

, 0< z < d
#

ð7Þ

Note the careful choice of signs in the exponents
dictated by the requirement that each set of waves
must carry flux away from the last surface of
interaction. At each reflection and transmission,
the frequency is reversed. See the supporting on-
line material (SOM) for further discussion of this
point.

A slightly different result follows when kz is
imaginary

E ¼ E0ê Reik∥⋅r∥

% þð1þ R2e2ikzd þ⋯ÞeðþikzzþiwtÞ

þðRþ R3e2ikzd þ⋯Þeð−ikzðz−2dÞ−iwtÞ

"#

¼ E0êReik∥⋅r∥

% þð1 − R2e2ikzdÞ−1eðþikzzþiwtÞ

þRð1 − R2e2ikzdÞ−1eð−ikzðz−2dÞ−iwtÞ

"

,
#

0 < z < d ð8Þ

Finally, the waves are allowed to emerge from
the end of the cavity. For real kz

E ¼ E0ê
R2eik∥⋅r∥þikzðz−2dÞ−iwt

1 − R2 , d < z ð9Þ

For imaginary kz

E ¼ E0ê
R2eik∥⋅r∥ þ ikzz − iwt

1 − R2e2ikzd
, d < z ð10Þ

Because the sheets are connected to a source of
power, there is no longer a requirement that en-
ergy is conserved, so (at least in theory) the limit
of very large transmission and reflection co-
efficients could be envisaged

lim
R→∞

E ¼ −E0êeik∥⋅r∥þikzðz−2dÞ−iwt , d < z ð11Þ

It is assumed that Eq. 4 is true, and the limit is
independent of whether kz is real or imaginary. In
the same limit, it can be shown that the sheets do
not scatter waves back into the region z < 0.

The interpretation of Eq. 11 is that fields are
translated along the axis normal to the sheets by a
distance 2d. In other words, objects between –d <
z < 0 appear as images between d < z < 2d.
Furthermore, according to Eq. 11, all Fourier
components of the image that satisfy

jRj >> jeikzd j ð12Þ

contribute their due weight to the image, and in
the limit R → ∞ the image tends to perfection.

Fig. 1. (A) Medium (A)
time-reverses a wave wind-
ing the phase backward in
time to refocus on the source.
(B) Medium (B) is negatively
refracting and reverses the
spatial evolution of the phase
refocusing at some point in-
side the medium. (C) A thin sheet, (C), of time-reversing material produces negative frequency waves on
both sides of the sheet: It both time-reverses and negatively refracts.

CBA k

k

k

Fig. 2. Dispersion of a wave in a medium with con-
stant velocityw = ck (where c is the velocity of light).
Both positive and negative frequencies are displayed.
Time reversal can be understood as a vertical
transition between positive and negative frequencies.
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Unlike the perfect lens based on negative re-
fraction (13), loss is not an issue in this instance
because the fields are translated through loss-less
vacuum.The issue here iswhether a time-reversing
sheet can be found sufficiently powerful to give the
resolution, D, required

D ≈ 1=k∥max ≈ d=ln R ð13Þ

A scheme for subwavelength resolution
was also proposed in (9) but, as noted above,
this scheme depended on the existence of sur-
face states derived from a mathematically postu-
lated boundary for which no physical realization
has so far been suggested.

Although our discussion has been in terms of
electromagnetic waves, the same principles apply
to any waves and particularly to acoustic waves,
where time-reversal studies are also well devel-
oped (14).

Our original discussion (illustrated in Fig. 2)
assumes a single-step transition from +w to –w.
Such processes occur but are very weak. At op-
tical frequencies, perhaps the best system for the
realization of these ideas is a four-wave mixing
experiment: One of two counterpropagating pump
beams of the same frequency as the signal writes
a hologram. The second pump beam then reads
the hologram to produce a time-reversed signal.
In other words, there is a two-step process in
which there first occurs a transition +w → 0 and
then a second transition 0→ –w. This process has
much in common with the recent proposal for a
subwavelength focusing device (15), except
that in our scheme the system writes its own
hologram.

As a generalization of the analogy, any pos-
itively refracting medium can have the sign of its
refraction reversed by coating the surface with a
phase-reversing sheet. This leads to the possibil-
ity of curved lenses that can magnify an object
(16).

In principle, our new lens can be realized if
the hologram is written in a thin sheet of non-
linearmaterial. In practice, such a hologramwould
be very weak, and instead, 3D holograms are
written if a strong output is desired. As a con-
sequence of the 3D nature of the hologram, the
second phase-reversed beam (shown on the right
of Fig. 1C) is not seen, but if the left-hand surface
of the medium is half silver (Fig. 4), reflection of
the phase-reversed beam will generate an image

to the right of the system reproducing the effect
predicted in Fig. 1C and mimicking the Veselago
negatively refracting lens. However, the 3D na-
ture of the hologram precludes any subwave-
length resolution.

Creating a 2D hologram and attaining the
ideal shown in Fig. 3 will be a challenge. Enhanc-
ing the nonlinearity of existing media—possibly
through the use of plasmonic or metamaterial
layers to enhance the local fields (17)—may offer
a route to realizing a 2D version and hence sub-
wavelength resolution. Further discussion of the
practicalities of a four-wave mixing scheme can
be found in the SOM.
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Surface-Modified Carbon Nanotubes
Catalyze Oxidative Dehydrogenation
of n-Butane
Jian Zhang, Xi Liu, Raoul Blume, Aihua Zhang, Robert Schlögl, Dang Sheng Su*

Butenes and butadiene, which are useful intermediates for the synthesis of polymers and other
compounds, are synthesized traditionally by oxidative dehydrogenation (ODH) of n-butane over
complex metal oxides. Such catalysts require high O2/butane ratios to maintain the activity,
which leads to unwanted product oxidation. We show that carbon nanotubes with modified surface
functionality efficiently catalyze the oxidative dehydrogenation of n-butane to butenes, especially
butadiene. For low O2/butane ratios, a high selectivity to alkenes was achieved for periods as
long as 100 hours. This process is mildly catalyzed by ketonic C=O groups and occurs via a
combination of parallel and sequential oxidation steps. A small amount of phosphorus greatly
improved the selectivity by suppressing the combustion of hydrocarbons.

Transition metal oxides have been widely
used as catalysts for the conversion of
butane to C4 alkenes, important industrial

precursors for producing synthetic rubbers,
plastics, and a number of industrially important
chemicals. Despite a great deal of research,
alkene selectivity in the current butane-to-
butadiene process is severely limited (1). One
important reason is that the unsaturated products
are much more readily oxidized to CO2 than is
the starting alkane. The chemical complexity of

polyvalent metal oxides, although found to be
necessary for catalytic activity, impedes satisfactory
selectivity through isolation of active sites (2−6).
For this reason, the origin of the catalytic activity
is debated, and there is as yet no generally ac-
cepted picture of the reaction mechanism (7, 8).

Carbon materials have been reported to
catalyze the oxidative dehydrogenation (ODH)
of an aromatic molecule, ethylbenzene. Howev-
er, conventional carbons, in particular activated
carbon, underwent unavoidable deactivations

d

z z d
Fig. 3. Two thin sheets of time-reversing material
produce a focusing effect very similar to a neg-
atively refracting lens. The system is capable of
subwavelength resolution.

Fig. 4. In a four-wave mixing experiment, two
counterpropagating waves first create a hologram
and then diffract off the hologram to form a phase-
reversed beam. A half-silvered mirror reflects the
reversed beam to form an image on the far side of
the system.
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Unlike the perfect lens based on negative re-
fraction (13), loss is not an issue in this instance
because the fields are translated through loss-less
vacuum.The issue here iswhether a time-reversing
sheet can be found sufficiently powerful to give the
resolution, D, required

D ≈ 1=k∥max ≈ d=ln R ð13Þ

A scheme for subwavelength resolution
was also proposed in (9) but, as noted above,
this scheme depended on the existence of sur-
face states derived from a mathematically postu-
lated boundary for which no physical realization
has so far been suggested.

Although our discussion has been in terms of
electromagnetic waves, the same principles apply
to any waves and particularly to acoustic waves,
where time-reversal studies are also well devel-
oped (14).

Our original discussion (illustrated in Fig. 2)
assumes a single-step transition from +w to –w.
Such processes occur but are very weak. At op-
tical frequencies, perhaps the best system for the
realization of these ideas is a four-wave mixing
experiment: One of two counterpropagating pump
beams of the same frequency as the signal writes
a hologram. The second pump beam then reads
the hologram to produce a time-reversed signal.
In other words, there is a two-step process in
which there first occurs a transition +w → 0 and
then a second transition 0→ –w. This process has
much in common with the recent proposal for a
subwavelength focusing device (15), except
that in our scheme the system writes its own
hologram.

As a generalization of the analogy, any pos-
itively refracting medium can have the sign of its
refraction reversed by coating the surface with a
phase-reversing sheet. This leads to the possibil-
ity of curved lenses that can magnify an object
(16).

In principle, our new lens can be realized if
the hologram is written in a thin sheet of non-
linearmaterial. In practice, such a hologramwould
be very weak, and instead, 3D holograms are
written if a strong output is desired. As a con-
sequence of the 3D nature of the hologram, the
second phase-reversed beam (shown on the right
of Fig. 1C) is not seen, but if the left-hand surface
of the medium is half silver (Fig. 4), reflection of
the phase-reversed beam will generate an image

to the right of the system reproducing the effect
predicted in Fig. 1C and mimicking the Veselago
negatively refracting lens. However, the 3D na-
ture of the hologram precludes any subwave-
length resolution.

Creating a 2D hologram and attaining the
ideal shown in Fig. 3 will be a challenge. Enhanc-
ing the nonlinearity of existing media—possibly
through the use of plasmonic or metamaterial
layers to enhance the local fields (17)—may offer
a route to realizing a 2D version and hence sub-
wavelength resolution. Further discussion of the
practicalities of a four-wave mixing scheme can
be found in the SOM.
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Catalyze Oxidative Dehydrogenation
of n-Butane
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Butenes and butadiene, which are useful intermediates for the synthesis of polymers and other
compounds, are synthesized traditionally by oxidative dehydrogenation (ODH) of n-butane over
complex metal oxides. Such catalysts require high O2/butane ratios to maintain the activity,
which leads to unwanted product oxidation. We show that carbon nanotubes with modified surface
functionality efficiently catalyze the oxidative dehydrogenation of n-butane to butenes, especially
butadiene. For low O2/butane ratios, a high selectivity to alkenes was achieved for periods as
long as 100 hours. This process is mildly catalyzed by ketonic C=O groups and occurs via a
combination of parallel and sequential oxidation steps. A small amount of phosphorus greatly
improved the selectivity by suppressing the combustion of hydrocarbons.

Transition metal oxides have been widely
used as catalysts for the conversion of
butane to C4 alkenes, important industrial

precursors for producing synthetic rubbers,
plastics, and a number of industrially important
chemicals. Despite a great deal of research,
alkene selectivity in the current butane-to-
butadiene process is severely limited (1). One
important reason is that the unsaturated products
are much more readily oxidized to CO2 than is
the starting alkane. The chemical complexity of

polyvalent metal oxides, although found to be
necessary for catalytic activity, impedes satisfactory
selectivity through isolation of active sites (2−6).
For this reason, the origin of the catalytic activity
is debated, and there is as yet no generally ac-
cepted picture of the reaction mechanism (7, 8).

Carbon materials have been reported to
catalyze the oxidative dehydrogenation (ODH)
of an aromatic molecule, ethylbenzene. Howev-
er, conventional carbons, in particular activated
carbon, underwent unavoidable deactivations
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z z d
Fig. 3. Two thin sheets of time-reversing material
produce a focusing effect very similar to a neg-
atively refracting lens. The system is capable of
subwavelength resolution.

Fig. 4. In a four-wave mixing experiment, two
counterpropagating waves first create a hologram
and then diffract off the hologram to form a phase-
reversed beam. A half-silvered mirror reflects the
reversed beam to form an image on the far side of
the system.
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due to coking or combustion (9−12). Recently, it
was shown that only well-nanostructured carbons
are stable and coke-free catalysts for styrene
synthesis (12, 13). Activation of C−H bonds in
the ethyl group is considered to be coordinated by
the ketonic carbonyl (C=O) group. Ethylbenzene
has an aromatic moiety that enables relatively
facile activation. Here, we report on surface-
modified carbon nanotubes (CNTs) as a high-
performance catalyst for the ODH of the much
less active butane. Relative to metal-based cat-
alysts, CNTs displayed an enhanced selectivity
to C4 alkenes, especially butadiene.

We conducted the reaction at 400° or 450°C
with an O2/butane ratio of 2.0. The product mix-
ture contained only 1-butene, 2-butene, buta-
diene, CO2, CO, and residual reactants; the
resulting carbon balance was 100 T 3% (fig.
S1A) (14). In a blank experiment without cat-
alyst, the alkene yield was as low as 0.9%. Over
pristine CNTs, 88.9% of the converted butane
was burnt, yielding 1.6% alkenes (Fig. 1A). Con-
sidering the intensive stability of CNTs in O2

(fig. S1B) (14), we conclude that the CO2 during
the reaction mainly originated from the oxida-
tion of the hydrocarbon feedstock and not from

burning of the carbon catalysts. Neither washing
CNTs in HCl solution nor loading with acidic
nitro group could enhance the selectivity to al-
kene (fig. S2) (14).

We then functionalized surfaces of pristine
CNTs with oxygen-containing groups by reflux-
ing and oxidizing them in concentrated HNO3

(15). With the resulting oCNTs as catalyst, we
observed an improved yield of 6.7% alkenes.
The alkene yield was further enhanced to 13.8%
after the oCNTs catalyst was additionally mod-
ified by passivating defects with phosphorus
[P-oCNTs, 0.5 T 0.1 weight percent (wt %) P].
The increase in alkene selectivity is partially ex-
plained in Fig. 1B, which compares the catalytic
performance of oCNTs and P-oCNTs for three
individual reactions: (i) ODH of butane, (ii) ODH
of 1-butene, and (iii) combustion of butadiene.
The passivation apparently suppresses the acti-
vation and deep oxidation of the alkene substrates.

A survey of recent literature showed that
the P-oCNTs catalyst is as selective as the best
V/MgO catalyst developed during the past 20
years (fig. S3A) (14). To compare the present
reaction conditions to those previously used, we
synthesized and evaluated two V/MgO samples.
At the same conversion of butane, the Mg3V2O8

and Mg3V2O7 samples were less selective than
P-oCNTs (fig. S3B) (14); in particular, relative
to Mg3V2O7, P-oCNTs gave twice the selectiv-
ity to butadiene (16.2%).

Safety can be a challenge when mixing hy-
drocarbons with oxidants. One solution is to
operate the reaction under anaerobic conditions.
After we reduced the O2/butane ratio from 2.0 to
0.5, the P-oCNTs sample still exhibited outstand-
ing stability. During a reaction lasting 100 hours,
the butane and oxygen conversion remained
almost unchanged, and the alkene selectivity
stayed above 53% (Fig. 1C). To the best of our
knowledge, the oxidative stability of P-oCNTs
far exceeds those of metal oxide catalysts, which
only work well with excess oxygen (O2/butane ≥
2), a condition necessary to prevent severe de-
activation due to coke deposition.

In Fig. 1D, we show the ODH activity of
oCNTs and P-oCNTs as a function of residence
time. These results demonstrate that the overall
reaction comprises a combination of parallel and
sequential oxidation steps. The alkene selectivity
at zero residence time was not unity (16), indi-
cating that direct butane combustion occurred in
parallel with the ODH reactions (i.e., butane to
butenes, butane to butadiene). Two reaction path-
ways to butadiene were identified. Selectivity
toward butadiene remained finite at the zero resi-
dence time, evidencing a primary ODH of butane
to butadiene; it increased with the residence time
as the selectivity of butenes deceased, revealing
a secondary ODH of butenes to butadiene.

The effect of phosphorus as a promoter was
studied by kinetic measurements. The initial rate

Fritz Haber Institute of the Max Planck Society, Faradayweg
4-6, D-14195 Berlin, Germany.

*To whom correspondence should be addressed. E-mail:
dangsheng@fhi-berlin.mpg.de

Fig. 1. ODH activities of
various carbon nanotubes.
(A) Performance of var-
ious CNTs for ODH of bu-
tane under oxygen-rich
conditions: 0.18 g, 0.67%
butane, O2/butane = 2, 15
ml min–1, 400°C. (B)
Performance of modified
CNTs in ODH reactions of
butane and 1-butene and
in combustion of buta-
diene: 0.18 g, 0.67% C4
hydrocarbon, O2/butane =
2, 15mlmin–1, 400°C. (C)
Stability of P-oCNTs catalyst
for ODH of butane over
100 hours: 0.18 g, 2.7%
butane, O2/butane = 0.5,
10 ml min–1, 450°C. (D)
Dependence of product
selectivity and reaction
rate on residence time
(W/F) in ODH reaction of
butane: 0.005 to 0.09 g,
2.7%butane, O2/butane=
0.5, 10 ml min–1, 450°C.
Heliumwasusedasbalance
gas in all experiments.
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constants for primary reactions were quantified
as the residence time approached zero (16). After
the modification with P, three important changes
happened at the initial state: (i) The overall rate of
converted butane decreased from 0.75 to 0.56
mmol g–1 hour–1; (ii) the combustion of butane
was reduced by as much as a factor of 2.3; and

(iii) the formation rate of alkenes kept nearly
unchanged at 0.38 to 0.40 mmol g–1 hour–1.
Therefore, P increased the selectivity by sup-
pressing the combustion rate, rather than en-
hancing the formation rate of alkenes.

One of the key concerns in identifying and
describing metal-free catalysis is the suspected

influence of metal impurities in the catalyst.
Commercial CNTs were prepared on supported
metal catalysts, which inevitably remain as met-
al contaminants. Post-treatment by refluxing in
strong acid effectively removed the residual
metals to a great extent. X-ray fluorescence spec-
trometry revealed that the residual metals in the
tested CNTs were very low (table S1) (14). The
highest value of residual Fe was still as low as
0.09 wt %, as confirmed by energy-dispersive
x-ray analysis (around 0.1 wt %). Furthermore,
there was no signal of Fe or other metals in the
surface layer at the limit of detection by
synchrotron-excited x-ray photoelectron spec-
troscopy (XPS) (Fig. 2A). This difference
suggests that if there is residual metal, it must
be embedded in the carbon and not exposed to
the reactants. This explanation is supported by
the high-resolution transmission electron mi-
croscopy (HRTEM) image in Fig. 2B, which
shows a catalyst particle encapsulated inside
the CNTs. To fully exclude the role of Fe in the
reaction, we deliberately added Fe to oCNTs in
fractions ranging from 0.05 to 0.5 wt %. As
shown in Fig. 2C, both the butane conversion
and selectivity to C4 alkenes gradually decreased
with the increasing Fe content. Furthermore,
there was no correlation of alkene selectivity
with the residual metal content (fig. S4A) (14).
We prepared a sample with 5% Fe phosphate in
oCNTs; this sample also exhibited performance
inferior to that of P-oCNTs without Fe (fig. S4B)
(14). We can thus conclude that the reactivity
originated exclusively from metal-free active sites
on CNTs and that the residual metals played no
positive role.

To elucidate the structure-activity relation, we
studied the morphological features by TEM with
elemental mapping. Figure 3A gives an overview
elemental map from a typical area. Both P and O
are dispersed throughout the sample without
aggregation. After an ODH reaction that ran for
more than 800 min, the morphology of the CNTs
remained intact and no evidence for their
combustion was identified (Fig. 3B), as expected
from the thermal stability data (fig. S1B) (14).
Some areas of the outer and inner walls of the
CNTswere covered by thin layers of phosphorus,
which obviously differs from fullerenoid carbon
species on pristine CNTs originating from con-
densation of hydrocarbon fragments (fig. S5)
(14). Most of the surface of the CNTs did not
give rise to carbon deposition, which is one ad-
vantage of this metal-free catalyst.

We also monitored the working surface of
CNTs with near-ambient XPS (17). The best
P-oCNTs catalyst was heated in vacuum to
350°C; at this temperature, the less stable groups
(anhydride, carboxyl, ester, and nitro) would al-
ready have desorbed from the surface (fig. S6)
(14). We identified two contributions from
ketonic C=O groups (531.2 T 0.2 eV) and from
C−O groups (533.1 T 0.2 eV) (i.e., ether and
hydroxyl) (15, 18). Relative amounts of C−O
and C=O are represented in Fig. 3C by the ratio

Fig. 2. (A) Synchrotron-excited XPS
spectra of CNT samples. (B) HRTEM
image of residual metal particles
encapsulated inside CNTs. (C) Effect of
added Fe on the activity of oCNTs: 0.18 g,
2.7% butane, O2/butane = 0.5, 10 ml
min–1, 450°C. Helium was used as
balance gas.

Fig. 3. (A) Elemental maps and (B) HRTEM image of the used P-oCNTs in Fig. 1A. (C) In situ O1s
XPS spectra of working catalysts taken at 350° to 375°C: (a) CNTs: butane + O2 (1:1), 0.25 mbar;
(b) P-oCNTs: butane + O2 (1:1), 0.25 mbar; (c) P-oCNTs: butane, 0.125 mbar.
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of their intensities, I(C−O)/I(C=O). Under ODH con-
ditions (butane + O2, 1:1, 0.25 atm, 350° to 375°C),
I(C−O)/I(C=O) values ranged from 0.72 to 0.80.
However, after switching off O2, the I(C−O)/I(C=O)
value sharply increased to 1.87 (Fig. 3C) and the
activity went to almost zero. This finding indicates
that ketonic C=O groups are a critical ingredient of
the active sites, whereas C−O groups constitute in-
active intermediates or adsorbates.

Figure 4A summarizes our proposed mecha-
nism for the CNTs-catalyzed butane oxidation.
For this purpose, surface oxygen species are clas-
sified into electrophilic (superoxide O2

−, peroxide
O2

2−) and nucleophilic (O2−) types (19). Electro-
philic oxygen species are electron-deficient and
attack the electron-rich C=C bonds in alkenes, lead-
ing to the rupture of the carbon skeleton and sub-
sequent combustion. Pristine CNTs were produced
from chemical vapor deposition of unsaturated
hydrocarbons, resulting in a number of structur-
al defects and terminal carbon fragments. Below
600°C, these defect sites or edges of graphene
have been reported to convert O2 molecules to
electrophilic oxygen species (20) and thus cause
low selectivity to alkenes.

More controlled oxidation of carbon surfaces
can be carried out in liquid-phase oxidants (21).

After refluxing in HNO3, defect sites were func-
tionalized by O2− anions into various functional
groups. For example, ketonic C=O, a nucleo-
philic species with high electron density, preferen-
tially reacts with electron-poor saturated bonds.
However, at the reaction temperature, desorption
of less stable groups results in new graphitic
defects that subsequently generate new electro-
philic oxygen sites, thus partially limiting the
selectivity to alkenes on oCNTs. The addition of
phosphate reacting with these defects suppresses
the formation of electrophilic oxygen species
(22). Thus, P-oCNTs displayed a lower overall
activity but a much better selectivity.

We used density functional theory (DFT)
calculations with the CASTEP code and the
Perdew-Burke-Ernzerhof generalized gradient
approximation (23, 24) to study the ODH
reaction over ketonic C=O groups. These cal-
culations are independent of the precise mecha-
nism and the transition state of each elementary
step. We used the graphitic zigzag edge as a
model to anchor the ketonic C=O groups (Fig.
4B). Conversion of butane is energetically con-
trolled by the abstraction of the first H atom,
which was predicted to be mildly endothermic at
0.92 eV. To convert butane into 1- or 2-butene,

two C=O sites would ultimately be needed, and
each one returns a single electron to the surround-
ing graphene as the reservoir. The remaining H
atoms combine with surrounding oxygen to water,
thereby closing the primary ODH cycle. The en-
thalpy of formation of water compensates for the
endothermic dehydrogenation of butane. As a con-
sequence, the calculated free energies for formation
of 1- and 2-butenes were −0.88 eVand −1.03 eV,
respectively. Another pathway to regenerate active
sites is that H atoms recombine into H2 molecules.
However, as expected, suchadirect dehydrogenation
reaction is energetically unfavorable, because en-
ergy barriers are as high as 1.45 to 1.60 eV.

The DFT calculation also provides insights
into the reaction pathways to butadiene. Butadi-
ene may directly form from butane as primary
product with an overall energy of −1.97 eV.
However, the need for neighboring C=O sites to
accommodate four H atoms in one elementary
step does not seem to be pronounced, accounting
for a much lower rate than the secondary ODH
from butenes (Fig. 1D). It is more likely that C=O
primarily activates butenes (rather than butane)
to butadiene. The energy for the abstraction of
the first H from butenes (DEbutenes,1H), 0.25 to
0.40 eV, is much lower than that from butane
(DEbutane,1H), 0.92 eV. In this way, we can un-
derstand the influence of residence time. Because
the residence time is long enough for the butenes
produced to diffuse and react with the surround-
ing C=O sites, butadiene will be primarily gen-
erated from the secondary ODH, as demonstrated
by the prevailing fraction of butadiene in C4 al-
kenes in an integral reaction, 63 to 74% (Fig. 1A).

Our work contains some implications for
catalysis in general. It is possible to imitate hetero-
geneously the concepts of homogeneous metal-
free catalysis. The function of oxygen heteroatoms
in molecular catalysts is reproduced by defects of
bent graphitic sheets. The catalytic principle of site
isolation can be realized by electronic localization
of charges at the defect sites corresponding to
molecular analogs of double bonds. The operation
mode of ODH reactions can be studied on metal-
free catalysts with greater precision than in metal
oxide systems. There is neither lattice nor structural
oxygen, but only oxygen at active sites. The present
catalysts are free of polyvalent metal sites with
complex electronic and spin structures, allowing for
a facile theoretical treatment. Finally, the application
of a heterogeneous CNTs catalyst is attractive be-
cause of favorable management of energy over a
good thermal and electronic conductor.
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Merging Photoredox Catalysis with
Organocatalysis: The Direct
Asymmetric Alkylation of Aldehydes
David A. Nicewicz and David W. C. MacMillan*

Photoredox catalysis and organocatalysis represent two powerful fields of molecule activation that
have found widespread application in the areas of inorganic and organic chemistry, respectively.
We merged these two catalysis fields to solve problems in asymmetric chemical synthesis.
Specifically, the enantioselective intermolecular a-alkylation of aldehydes has been accomplished
using an interwoven activation pathway that combines both the photoredox catalyst Ru(bpy)3Cl2
(where bpy is 2,2′-bipyridine) and an imidazolidinone organocatalyst. This broadly applicable, yet
previously elusive, alkylation reaction is now highly enantioselective and operationally trivial.

Nature’s ability to convert solar energy to
chemical energy in photosynthesis has
inspired the development of a host of

photoredox systems in efforts to mimic this
process. Arguably the most studied one-electron
photoredox catalyst has been Ru(bpy)3

2+ (where
bpy is 2,2′-bipyridine): an inorganic complex
that has facilitated important advances in the
areas of energy storage, hydrogen and oxygen
evolution from water, and methane production
from carbon dioxide (1, 2). Given its proven
ability to mediate electron transfer, it is surpris-
ing that Ru(bpy)3

2+ has not found a substantial
application in organic synthesis, wherein a large
number of fundamental reactions rely on the gen-
eration and exploitation of radicals or single-
electron intermediates (3).

Over the past decade, the field of organo-
catalysis has grown at a dramatic pace, provid-
ingmore than 130 chemical reactions that rapidly
facilitate enantioselective C–C, C–O, C–N, and
C–halogen bond formation (4, 5). Whereas a
broad range of reaction types have recently suc-
cumbed to this mode of catalysis (including aldol,
Friedel-Crafts, and cycloadditions), it is important
to consider that nearly all organocatalytic bond
constructions are restricted to two-electron path-
ways, wherein the highest occupied molecular

orbital of an electron-rich substrate reacts with
the lowest unoccupied molecular orbital of an
electron-deficient partner. Recently, however, our

laboratory introduced the concept of organo–
singly occupied molecular orbital (SOMO) ca-
talysis, a one-electron mode of activation that has
enabled the development of several useful trans-
formations (6–10).

Given the widespread success of both elec-
tron transfer catalysis and organocatalysis, we
recently questioned whether it might be possible
to merge these two powerful areas, with the goal
of solving long-standing, yet elusive problems in
chemical synthesis. More specifically, as a blue-
print for reaction invention, we hoped to exploit
the lessons of photoredox enzymatic catalysis
(11), wherein a series of consecutive low-barrier,
open-shell steps are energetically preferred to high-
barrier, two-electron pathways. On this basis, we
hypothesized that the enantioselective catalytic
a-alkylation of aldehydes (12–15), a widely sought
yet elusive transformation, might be brought to
fruition via the marriage of inorganic electron
transfer and organic catalysis (Fig. 1).

Contribution from Merck Center for Catalysis, Department of
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Fig. 1. Merging amine catalysis and organometallic photoredox catalysis to enable asymmetric
organic transformations. Me, methyl; R, generic organic substituent; FG, electron-withdrawing func-
tional group.
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Merging Photoredox Catalysis with
Organocatalysis: The Direct
Asymmetric Alkylation of Aldehydes
David A. Nicewicz and David W. C. MacMillan*

Photoredox catalysis and organocatalysis represent two powerful fields of molecule activation that
have found widespread application in the areas of inorganic and organic chemistry, respectively.
We merged these two catalysis fields to solve problems in asymmetric chemical synthesis.
Specifically, the enantioselective intermolecular a-alkylation of aldehydes has been accomplished
using an interwoven activation pathway that combines both the photoredox catalyst Ru(bpy)3Cl2
(where bpy is 2,2′-bipyridine) and an imidazolidinone organocatalyst. This broadly applicable, yet
previously elusive, alkylation reaction is now highly enantioselective and operationally trivial.

Nature’s ability to convert solar energy to
chemical energy in photosynthesis has
inspired the development of a host of

photoredox systems in efforts to mimic this
process. Arguably the most studied one-electron
photoredox catalyst has been Ru(bpy)3

2+ (where
bpy is 2,2′-bipyridine): an inorganic complex
that has facilitated important advances in the
areas of energy storage, hydrogen and oxygen
evolution from water, and methane production
from carbon dioxide (1, 2). Given its proven
ability to mediate electron transfer, it is surpris-
ing that Ru(bpy)3

2+ has not found a substantial
application in organic synthesis, wherein a large
number of fundamental reactions rely on the gen-
eration and exploitation of radicals or single-
electron intermediates (3).

Over the past decade, the field of organo-
catalysis has grown at a dramatic pace, provid-
ingmore than 130 chemical reactions that rapidly
facilitate enantioselective C–C, C–O, C–N, and
C–halogen bond formation (4, 5). Whereas a
broad range of reaction types have recently suc-
cumbed to this mode of catalysis (including aldol,
Friedel-Crafts, and cycloadditions), it is important
to consider that nearly all organocatalytic bond
constructions are restricted to two-electron path-
ways, wherein the highest occupied molecular

orbital of an electron-rich substrate reacts with
the lowest unoccupied molecular orbital of an
electron-deficient partner. Recently, however, our

laboratory introduced the concept of organo–
singly occupied molecular orbital (SOMO) ca-
talysis, a one-electron mode of activation that has
enabled the development of several useful trans-
formations (6–10).

Given the widespread success of both elec-
tron transfer catalysis and organocatalysis, we
recently questioned whether it might be possible
to merge these two powerful areas, with the goal
of solving long-standing, yet elusive problems in
chemical synthesis. More specifically, as a blue-
print for reaction invention, we hoped to exploit
the lessons of photoredox enzymatic catalysis
(11), wherein a series of consecutive low-barrier,
open-shell steps are energetically preferred to high-
barrier, two-electron pathways. On this basis, we
hypothesized that the enantioselective catalytic
a-alkylation of aldehydes (12–15), a widely sought
yet elusive transformation, might be brought to
fruition via the marriage of inorganic electron
transfer and organic catalysis (Fig. 1).
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Fig. 1. Merging amine catalysis and organometallic photoredox catalysis to enable asymmetric
organic transformations. Me, methyl; R, generic organic substituent; FG, electron-withdrawing func-
tional group.
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We proposed that two interwoven catalytic
cycles might be engineered to simultaneously
generate an electron-rich enamine from the con-
densation of an aldehyde and an amine catalyst
and an electron-deficient alkyl radical via reduc-
tion of an alkyl bromide with a Ru photoredox
catalyst (Fig. 2). Given that electron-deficient rad-
icals are known to rapidly combine with p-rich
olefins to forge even the most elusive C–C bonds
(16, 17), we hoped that this dual-catalysis mech-
anism would successfully converge to enable
the direct coupling of aldehydes with a-bromo
ketones or esters. As a critical design element,
we presumed that the use of a suitable chiral
amine catalyst would induce high enantiose-
lectivity. Moreover, we recognized that the in-
teraction of a SOMOphilic enamine with an
electron-deficient radical is the converse mecha-
nism to our previously described SOMO activa-
tion studies. As such, a complementary array of
catalytic bond constructions should be possible.

A detailed description of our dual-catalysis
aldehyde alkylation is presented in Fig. 2. It
has long been established that Ru(bpy)3

2+ (1)
will readily accept a photon from a variety of
light sources to populate the *Ru(bpy)3

2+ (2)
metal-to-ligand charge transfer (MLCT) excited
state (1, 2). Although *Ru(bpy)3

2+ (2) can func-
tion as a reductant or an oxidant, we postulated
that this high-energy intermediate would efficient-
ly remove a single electron from a sacrificial quan-
tity of enamine, to initiate our first catalytic cycle
and provide the electron-rich Ru(bpy)3

+ (3). Given
that Ru(bpy)3

+ (3) has been shown to be a potent
reductant [–1.33 V versus saturated calomel
electrode (SCE) in CH3CN] (18), we antici-
pated that single-electron transfer (SET) to the a-
bromocarbonyl substrate 4would rapidly furnish
the electron-deficient alkyl radical 5while return-
ing Ru(bpy)3

2+ (1) to the catalytic cycle (E1/2
for phenacyl bromide = –0.49 V versus SCE in
CH3CN, where E1/2 is the half reduction potential)
(19–22). As a central design consideration, we rec-
ognized that the redox potentials of Ru(bpy)3

2+ can
be readily fine-tuned by ligand modification (1).

Concurrent with this photoredox pathway, the
organocatalytic cycle would begin with conden-
sation of the imidazolidinone catalyst 6 and the
aldehyde substrate 7 to form enamine 8. At this
stage, we expected the two catalytic cycles to
intersect via the addition of the SOMOphilic en-
amine 8 to the electron-deficient alkyl radical 5,
thereby achieving the key alkylation step. This
coupling event would concomitantly produce an
electron-rich a-amino radical 9, a single-electron
species that has a low barrier to oxidation (–0.92 to
–1.12 V versus SCE in CH3CN) (23). Once again,
convergence of our catalytic cycles should ensure
SET froma-amino radical9 to the *Ru(bpy)3

2+ (2)
excited state to produce the iminium ion 10 and
regenerate the active reductant, Ru(bpy)3

+ (3)—a
step that would close the photoredox cycle (24).
Hydrolysis of the resulting iminium 10 would re-
constitute the amine catalyst 6 while delivering the
requisite enantioenriched a-alkyl aldehyde product.

From the outset, we understood that the utility
of this alkylation reaction would rely on the iden-
tification of an amine catalyst that could gener-
ically enforce high levels of enantiocontrol in the
coupling of the pivotal p-rich enamine with a
diverse array of electron-deficient radicals. On
the basis of density functional theory (DFT) cal-
culations (25, 26), we proposed that the imid-
azolidinone catalyst 6 should selectively form an
enamine 8 (DFT-8), that projects the 2p electron
system away from the bulky tert-butyl group,
whereas the electron-rich olefin will selectively
populate an (E)-configuration to minimize non-
bonding interactions with the imidazolidinone ring
(Fig. 2). In terms of enantiofacial discrimination,
the calculated DFT-8 structure also reveals that the
methyl group on the catalyst system will effec-
tively shield the Re face of the enamine, leaving
the Si face exposed for enantioselective radical
addition. We have found that the trans methyl,
tert-butyl 2,5-disubstituted imidazolidinone 6 is
an excellent enamine catalyst for transforma-
tions performed at room temperature. Specifically,
catalyst 6 provides excellent levels of kinetic
enantiocontrol yet does not readily participate
in enamine formation with the 2,2′-disubstituted
aldehyde-alkylation adduct, a step that would
erode product enantiopurity via epimerization.

This new asymmetric alkylation protocol was
first examined using octanal and bromo dieth-
ylmalonate as the coupling partners, along with
a catalyst combination of Ru(bpy)3Cl2 (1) and
imidazolidinone 6, and a 15-W fluorescent light
source (Table 1) (27). To our great delight, pre-
liminary studies revealed the successful execu-
tion of our dual-cycle design ideals to provide
(R)-2-malonyloctanal with excellent levels of
enantiocontrol and reaction efficiency [entry 1,
93% yield, 90% enantiomeric excess (ee)]. Ex-
periments that probe the scope of the aldehyde
component in this new alkylation reaction are
summarized in Table 1 (entries 1 to 6). Chemical
functionalities that are often prone to either
oxidation or reduction (e.g., olefins, esters, car-
bamates, and arenes) were found to be inert to
these mild redox conditions (entries 2 to 5, 66 to
92% yield, 90 to 95% ee). Moreover, the steric
demand of the a-formyl substituent has little
impact on the efficiency and enantioinduction
of the alkylation process (entries 1 and 4, sub-
stituent is n-hexyl versus cyclohexyl, 83 to 93%
yield, 90 to 95% ee), a point that is underscored
by the successful use of adamantyl acetaldehyde
(entry 6, 63% yield, 93% ee).

A broad array of electron-deficient a-bromo
carbonyls can effectively serve as alkylating agents

Fig. 2. Merging photoredox catalysis with organocatalysis. Proposed mechanism. t-Bu, tert-butyl.
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in this tandem catalysis manifold (Table 1, entries
7 to 12). For example, bromoacetophenone sys-
tems of diverse electronic orientation (p-OMe,
p-NO2, p-H) provide almost identical selectivity
and efficiency profiles (entries 7 to 9; 84 to 87%
yield, 95 to 96% ee).Whereasa-bromo esters are
readily tolerated (BrCH2CO2Et, 53% yield, 94%
ee), we have found that superior yields are ob-
tained with markedly electron-deficient carbon-
yls such as the trifluoroethyl ester (80% yield,
92% ee). As a testament to the versatility and
power of one-electron mediated pathways, we
have found that tertiary bromo-substituted alkyl-
ating agents can be readily employed to forge
all-carbon quaternary centers, (entries 11 and 12,
≥70% yield, 88 to 99% ee). Moreover, racemic
a-bromo radical precursors can be employed to
generate quaternary stereocenters with appre-
ciable levels of diastereocontrol (entry 12, 5:1
diastereomeric ratio), illustrating the capacity of
the pivotal enamine intermediate to differentiate
the enantiotopic faces of a trisubstituted carbon-
centered radical. The sense of asymmetric in-
duction observed in all cases (Table 1) is con-
sistent with selective addition of the electron-
deficient radical to the Si face of the enamine 8,
in complete accord with the calculated struc-
ture DFT-8.

With respect to operational convenience, it is
important to consider that this alkylation protocol
does not require any heating or cooling, all of the
components employed in this study (substrates,
catalysts, and solvents) are commercially availa-
ble and inexpensive, and a simple household
15-W fluorescent light bulb can be employed
as a suitable light source. A 2-g alkylation was
readily accomplished using the outlined procedure
(entry 7).

We have conducted a series of control exper-
iments and luminescence quenching studies to
test the validity of our proposed dual-cycle path-
way and gain further insight into the photonic
requirements for metal-mediated redox catalysis.
The control experiments were performed using
octanal with a-bromoacetophenone or diethyl bro-
momalonate in the presence of various catalyst
combinations and a 15-W fluorescent light source
(unless otherwise stated). Several observations
are of note: Rigorous exclusion of light failed to
produce even trace quantities of the coupling ad-
duct. Moreover, removal of Ru(bpy)3

2+ from our
standard protocol resulted in <10% alkylation
product over an extended timeframe (24 hours).
High levels of reaction efficiency (>80%) can
be obtained in the absence of Ru(bpy)3

2+ if a
high-energy UV irradiation source (300 to 350
nm) is employed in a photobox environment.
In this specific case, we assume that a mono-
cyclic catalysis mechanism is operable wherein
the a-bromocarbonyl is converted to the requisite
electron-deficient radical via photolytic bond ho-
molysis (as opposed to catalytic SET reduction).
Execution of our standard reaction with a light
source specifically tuned to the Ru(bpy)3

2+

MLCT absorption band (465 T 20 nm full width

Table 1. Survey of the bromide and aldehyde scope in the direct a-alkylation of aldehydes. Y, any
organic substituent (alkyl, aryl, alkenyl, alkynyl, etc.); DMF, N,N´-dimethylformamide; Tf, triflate;
Me, methyl; Et, ethyl; Hex, hexyl; Ph, phenyl; t-Bu, tert-butyl; Boc, tert-butyl carbamoyl.

*Reactions performed with diethyl bromomalonate. †40 mole percent of organocatalyst 6 was employed. ‡Reactions
performed with octanal.
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at half maximum, 500 mW) resulted in a dra-
matic acceleration in overall rate (90 min) as com-
pared with the use of a typical household 15-W
fluorescent bulb (6 hours), which operates with a
wide spectral window (~400 to 700 nm). The use
of the same 465-nm photon source in the absence
of Ru(bpy)3

2+ resulted in only trace product forma-
tion (<5%) (28). These experiments provide strong
evidence of the participation of the *Ru(bpy)3

2+

(2) excited state in the catalytic cycle.
With respect to our luminescence quench-

ing studies, it has long been established that cer-
tain electron-deficient C–Br bonds can quench
the emission intensity of *Ru(bpy)3

2+ by SET
(29). However, we did not observe a decrease
in *Ru(bpy)3

2+ luminescence in the presence
of a-bromoacetophenone or diethyl bromomal-
onate, a result that negates the possibility that
*Ru(bpy)3

2+ (2) is participating as a reductant in
our tandem catalysis sequence. In contrast, en-
amine 8 (pregenerated in stoichiometric quantities)
does decrease the *Ru(bpy)3

2+ emission intensity
with a small but significant Stern-Volmer con-
stant of 10 M–1 (see fig. S1) (30). These observa-
tions collectively support our mechanistic proposal
that the *Ru(bpy)3

2+ (2) excited state behaves as
an oxidant in our photoredox cycle.

We have also gained circumstantial evidence
that enamine 8 is the organocatalytic intermediate
that participates in the key bond-forming step.More
specifically, exposure of 2-phenylcyclopropyl
acetaldehyde to our standard reaction protocol
resulted in clean conversion (83% yield) to the
corresponding alkylation product (see supporting
online material). Failure of this radical clock
substrate to undergo cyclopropyl ring opening

clearly indicates that a 3p electron SOMO ac-
tivated intermediate is not operative in the orga-
nocatalytic cycle.
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Temperature-Induced
Hydrophobic-Hydrophilic Transition
Observed by Water Adsorption
Hai-Jing Wang, Xue-Kui Xi, Alfred Kleinhammes, Yue Wu*

The properties of nanoconfined and interfacial water in the proximity of hydrophobic surfaces
play a pivotal role in a variety of important phenomena such as protein folding. Water inside
single-walled carbon nanotubes (SWNTs) can provide an ideal system for investigating such
nanoconfined interfacial water on hydrophobic surfaces, provided that the nanotubes can be
opened without introducing excess defects. Here, we report a hydrophobic-hydrophilic transition
upon cooling from 22°C to 8°C via the observation of water adsorption isotherms in SWNTs
measured by nuclear magnetic resonance. A considerable slowdown in molecular reorientation of
such adsorbed water was also detected. The observed transition demonstrates that the structure of
interfacial water could depend sensitively on temperature, which could lead to intriguing
temperature dependences involving interfacial water on hydrophobic surfaces.

Water in the immediate vicinity of hydro-
phobic surfaces plays a crucial role
in various important phenomena such

as the folding and activity of proteins (1, 2), but
experimental signatures of these water layers have
proven difficult to obtain. One possibility is that

the structures and dynamics of nanoconfined in-
terfacial water could possess distinctive temper-
ature dependences (analogous perhaps to the
anomalous density maximum manifested by bulk
water at 4°C). A temperature dependence in the
properties of interfacial water could be impor-

tant for various processes, such as the cold de-
naturation of proteins (2).

Single-walled carbon nanotubes (SWNTs) pro-
vide a model system for investigating the prop-
erties of nanoconfined interfacial water (3–9).
Because each nanotube with diameter of 1.4 nm
can only accommodate one layer of water mol-
ecules on their inside surface (5), the behavior
of adsorbed water inside such SWNTs could
provide important insight into the properties of
nanoconfined interfacial water. A previous the-
oretical study showed that water could fill the
interior of carbon nanotubes through favorable
structural effects on the local excess chemical
potential (3). This result implies that water could
be adsorbed inside SWNTs below saturated va-
por pressure, as demonstrated by previous studies
(10, 11). However, in those studies, the defect den-
sity and principal adsorption sites (PAS), known
to alter water adsorption isotherms in activated
carbon (12), were likely too high to reveal the
intrinsic adsorption properties of SWNTs. Water
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at half maximum, 500 mW) resulted in a dra-
matic acceleration in overall rate (90 min) as com-
pared with the use of a typical household 15-W
fluorescent bulb (6 hours), which operates with a
wide spectral window (~400 to 700 nm). The use
of the same 465-nm photon source in the absence
of Ru(bpy)3

2+ resulted in only trace product forma-
tion (<5%) (28). These experiments provide strong
evidence of the participation of the *Ru(bpy)3

2+

(2) excited state in the catalytic cycle.
With respect to our luminescence quench-

ing studies, it has long been established that cer-
tain electron-deficient C–Br bonds can quench
the emission intensity of *Ru(bpy)3

2+ by SET
(29). However, we did not observe a decrease
in *Ru(bpy)3

2+ luminescence in the presence
of a-bromoacetophenone or diethyl bromomal-
onate, a result that negates the possibility that
*Ru(bpy)3

2+ (2) is participating as a reductant in
our tandem catalysis sequence. In contrast, en-
amine 8 (pregenerated in stoichiometric quantities)
does decrease the *Ru(bpy)3

2+ emission intensity
with a small but significant Stern-Volmer con-
stant of 10 M–1 (see fig. S1) (30). These observa-
tions collectively support our mechanistic proposal
that the *Ru(bpy)3

2+ (2) excited state behaves as
an oxidant in our photoredox cycle.

We have also gained circumstantial evidence
that enamine 8 is the organocatalytic intermediate
that participates in the key bond-forming step.More
specifically, exposure of 2-phenylcyclopropyl
acetaldehyde to our standard reaction protocol
resulted in clean conversion (83% yield) to the
corresponding alkylation product (see supporting
online material). Failure of this radical clock
substrate to undergo cyclopropyl ring opening

clearly indicates that a 3p electron SOMO ac-
tivated intermediate is not operative in the orga-
nocatalytic cycle.
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Temperature-Induced
Hydrophobic-Hydrophilic Transition
Observed by Water Adsorption
Hai-Jing Wang, Xue-Kui Xi, Alfred Kleinhammes, Yue Wu*

The properties of nanoconfined and interfacial water in the proximity of hydrophobic surfaces
play a pivotal role in a variety of important phenomena such as protein folding. Water inside
single-walled carbon nanotubes (SWNTs) can provide an ideal system for investigating such
nanoconfined interfacial water on hydrophobic surfaces, provided that the nanotubes can be
opened without introducing excess defects. Here, we report a hydrophobic-hydrophilic transition
upon cooling from 22°C to 8°C via the observation of water adsorption isotherms in SWNTs
measured by nuclear magnetic resonance. A considerable slowdown in molecular reorientation of
such adsorbed water was also detected. The observed transition demonstrates that the structure of
interfacial water could depend sensitively on temperature, which could lead to intriguing
temperature dependences involving interfacial water on hydrophobic surfaces.

Water in the immediate vicinity of hydro-
phobic surfaces plays a crucial role
in various important phenomena such

as the folding and activity of proteins (1, 2), but
experimental signatures of these water layers have
proven difficult to obtain. One possibility is that

the structures and dynamics of nanoconfined in-
terfacial water could possess distinctive temper-
ature dependences (analogous perhaps to the
anomalous density maximum manifested by bulk
water at 4°C). A temperature dependence in the
properties of interfacial water could be impor-

tant for various processes, such as the cold de-
naturation of proteins (2).

Single-walled carbon nanotubes (SWNTs) pro-
vide a model system for investigating the prop-
erties of nanoconfined interfacial water (3–9).
Because each nanotube with diameter of 1.4 nm
can only accommodate one layer of water mol-
ecules on their inside surface (5), the behavior
of adsorbed water inside such SWNTs could
provide important insight into the properties of
nanoconfined interfacial water. A previous the-
oretical study showed that water could fill the
interior of carbon nanotubes through favorable
structural effects on the local excess chemical
potential (3). This result implies that water could
be adsorbed inside SWNTs below saturated va-
por pressure, as demonstrated by previous studies
(10, 11). However, in those studies, the defect den-
sity and principal adsorption sites (PAS), known
to alter water adsorption isotherms in activated
carbon (12), were likely too high to reveal the
intrinsic adsorption properties of SWNTs. Water
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adsorption isotherms in SWNTs depend on both
the interaction with the surface and the struc-
ture of adsorbed water, which could depend on
temperature. Here, we report a hydrophobic-
hydrophilic transition upon cooling from 22.1°C
to 8.0°C, revealed by water adsorption isotherms
on the inside surface of low-defect SWNTs. Strong
evidence is provided for the formation of mono-
layer water inside SWNTs at 8.0°C. Nuclear mag-
netic resonance (NMR) studies of the dynamics of
reorientation of nanoconfined water molecules
are shown to be much slower than in bulk water.
In addition to various important biological pro-
cesses, this new phenomenon could also shed
light on the intrinsic adsorption mechanism of
water in nanoporous carbon (12, 13).

We synthesized SWNTs by laser ablation
using 0.6 weight percent (each) Ni/Co as cat-
alysts. The raw material was purified by reflux-
ing in 20% H2O2 solution at 100°C for 12 hours
and rinsing in CS2 and then in methanol. The
purified SWNTs were then annealed at 800°C.
The tube diameter of 1.4 nm was determined from
the Raman spectrum. Details of the sample prepa-
ration were described previously (14). The trans-
mission electron microscope (TEM) image of
the SWNTs is shown in fig. S1 (15). SWNTs after
annealing usually have end caps that prevent the
guest molecules from being adsorbed inside. Sev-
eral techniques can be used to open the ends of
SWNTs. In our previous study, etching by strong
acids was used to cut tubes into short segments
(10, 16, 17). Although this method is effective
for opening tubes, it introduces a considerable
amount of defect sites and functional groups act-
ing as PAS that could have a strong influence on
the water adsorption behavior. The high defect
density in cut SWNTs could obscure the intrinsic
adsorption behavior of SWNTs (10).

To reduce the influence of PAS and to reveal
the intrinsic adsorption behavior, a much gentler
method was adopted here to remove end caps
(18). The SWNTs were heated at around 350°C
in a thermogravimetric analyzer under air flow for
more than 20 min until a weight loss of about 3%

was reached. The 1H NMR spectrum of ethane (fig.
S2) (15) adsorbed in such treated SWNTs shows
clear signatures of opened SWNTs (16, 17). Water
adsorption isotherms were measured by 1H NMR
at 0.8 T (34 MHz 1H NMR frequency) equipped
with an in situ water loading system with con-
trolled vapor pressure and temperature. The 1H
NMR signal of vapor is negligible because of its
low pressure (~2 kPa); no bulk water is condensed
outside SWNTs below the saturated vapor pres-
sure (P0). Furthermore, water molecules are too
large to access the interstitial sites of 1.4-nm diam-
eter SWNTs bundles (16). Thus, the 1H NMR
signal is associated predominantly with the water
adsorbed inside the SWNTs (11). The water con-
tent is calibrated by ethane 1H NMR spectra as
described in details elsewhere (10, 16).

The amount of adsorbed water measured
by 1H NMR versus the relative pressure P/P0

at 8.0°C, 18.4°C, and 22.1°C is shown in Fig.
1A. All three isotherms differ substantially from
the S-shaped type V isotherm as observed in ac-
tivated carbon and defective cut SWNTs, where
adsorption increases slowly at low relative pres-
sure but increases sharply above P/P0 = 0.5,
quickly reaching the level of saturation (10). Such
an S-shaped adsorption isotherm in activated
carbon is often attributed to PAS (12). Figure 1A
shows that this ubiquitous sharp increase in the
isotherms of activated carbon near P/P0 = 0.5 is
absent in low-defect SWNTs. The isotherm at
22.1°C exhibits a concave pattern as a type III
isotherm, typical for clean hydrophobic surfaces
with surface-water interactions weaker than
water-water interactions (19). Interestingly, the
isotherm at 8.0°C exhibits a convex pattern, a type
II isotherm observed on hydrophilic surfaces
(20). The isotherm at 18.4°C shows a linear pat-
tern, which is a transitional pattern between the
hydrophilic isotherm at 8.0°C and the hydropho-
bic isotherm at 22.1°C.

The water content was about 15 mmol/g when
the relative pressure first reached the saturated
pressure of P/P0 = 1. This value is in good agree-
ment with the calculated adsorption capacity

of 13 mmol/g when SWNTs are supposed to
be completely filled with water. This estimate
is made by assuming that the van der Waals
diameter of (10, 10) SWNTs is 0.99 nm (5) and
the density of water is comparable to those at the
hydrophobic interface, about 0.9 g/cm3 (21).
Further exposure at P/P0 = 1 will lead to further
increase of adsorption caused by condensation
outside SWNTs.

More insight can be gained by analyzing the
isotherm at 8.0°Cwith theDubinin-Radushkevitch-
Kaganer equation (19). It describes monolayer ad-
sorption, given by

log10 x ¼ log10 xm – D½log10P0=PÞ$2

where x is the adsorbed water content, xm is the
monolayer capacity, and D is a constant related
to the temperature. A logarithmic plot of the
adsorbed water versus [log10(P0/P)]

2 is shown
in Fig. 1C. Using the linear fit of data below
the pressure of condensation and extrapolating
to [log10(P0/P)]

2 = 0, the monolayer capacity
xm is evaluated to be 8.7 T 0.4 mmol/g. This
value agrees well with the calculated value of
9.5 mmol/g for monolayer coverage of the
inner surface of SWNTs. The monolayer water
forms a tubular structure under the confine-
ment of nanotubes, as illustrated in Fig. 1B
(22). The convex shape of the water adsorption
isotherm at 8.0°C and its upward turn at P/P0
≈ 0.8 are also evidences of molecular layering
on the adsorbed surface (23). This layering
effect is commonly seen in liquid films (above
the triple point temperature of the bulk liquid)
of simple hydrocarbons and inert gases on
graphite.

Water adsorption is a process of balancing
the chemical potential of the confined water and
the vapor. When water is confined in SWNTs,
the energy loss from the breaking of hydrogen
bonding (~20 kJ/mol) will not be completely
compensated by the van der Waals interaction
(<15 kJ/mol) (24). However, the local excess
chemical potential is dominated not by the aver-

A B C15
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Fig. 1. Water adsorption isotherms. (A) Three isotherms at 8.0°C (squares), 18.4°C
(triangles), and 22.1°C (circles) are shown (The uncertainty of T is T0.3°C). The
lines are guides to the eye. The vertical error bars are shown when they are larger
than the size of the symbols and the pressure uncertainty is less than 1% of P0.
(B) An illustration of monolayer water in SWNTs with a diameter of 1.36 nm.
Monolayer adsorption forms a tube-like structure at 8.0°C under the constraint of

SWNTs. (C) A logarithmic plot of water content versus [log10(P0/P)]2 for the isotherm at 8.0°C, following the Dubbin-Radushkevitch-Kaganer equation.
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age binding energy but by the low binding en-
ergy part, as determined by

expðbmexÞ ¼ 〈expðbuÞ〉

¼ ∫pbindðuÞexpðbuÞdu ð2Þ

where b = 1/kBT, pbind(u) is the probability dis-
tribution of binding energy u (u <0), and mex is
the local excess chemical potential defined as
the difference between the chemical potential of
water and that of an ideal gas under the same
condition (3).

At 8.0°C, water adsorption proceeds so as to
form a monolayer. The binding energy for ad-
sorbed water with an ordered water nanotube
structure, as predicted theoretically (25, 26), is
expected to be distributed more sharply than in
bulk water. States of low binding energy are less
frequently occupied. The chemical potential could
be lower than that of saturated vapor. Thus, sub-
stantial adsorption could happen even at low
relative pressure at 8.0°C, as shown in Fig. 1A.
At 22.1°C, the adsorbed water in SWNTs could
possess a variety of local structures and a broader
distribution in binding energy. More states could
be located in the low binding energy region, lead-
ing to higher chemical potential and an unfavor-
able condition for adsorption. Thus, much less
water was adsorbed in SWNTs at 22.1°C than
at 8.0°C.

To investigate the dynamics of adsorbed water
molecules, the correlation time of molecular mo-
tion was estimated with 1H spin-lattice relaxation
time (T1) and transverse relaxation time (T2).
The 1H T1 in water is determined by interaction
fluctuations induced by molecular motions char-
acterized by a correlation time t. Assuming that
the intramolecular proton-proton dipolar interac-
tion of water molecules dominates the relaxation
process, T1 is given by (27)

1
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! "

¼ 3g4ħ2

10r6
t
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2 þ
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! "

where g is the gyromagnetic ratio of proton, 2pħ
is the Planck constant, r is the distance between

the two hydrogen atoms in a water molecule,
and w0/2p is the Larmor frequency (34 MHz at
0.8 T). A quantitative relation between T2 and t
can also be established (28).
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Figure 2C plots the theoretical values of T1
and T2 versus t. The measured T1 values ver-
sus pressure at 8.0°C and 18.4°C are shown in
Fig. 2A. The T1 at 8.0°C is shorter than that of
18.4°C at the same relative pressure until the
saturated pressure is reached, where T1 values
at both temperatures converge to the same value.
At 8.0°C, T1 decreases slowly with increasing
pressure up to P/P0 = 1.0. At 18.4°C, however,
T1 decreases slowly with increasing pressure be-
low P/P0 = 0.8 but decreases rapidly with pres-
sure above P/P0 = 0.8.

Similarly, at 8.0°C, T2 (Fig. 2B) increases
slowly with pressure up to P/P0 = 1.0, whereas at
18.4°C, T2 increases very slowly below P/P0 =
0.8 but increases sharply above P/P0 = 0.8. T2
is longer at 8.0°C than at 18.4°C at low relative
pressure and becomes comparable at saturated
pressure. This measurement reveals that T2 is
much shorter than T1. Also, T2 increases while
T1 decreases with either increasing relative pres-
sure or decreasing temperature. Thus, the mea-
sured T1 values are situated to the right of the T1
minimum (slow-motion limit), as illustrated in
Fig. 2C by the data at P/P0 = 0.75. The mea-
sured T2 values at P/P0 = 0.75 are shorter than
theoretical predictions, as plotted in Fig. 2C.
The theoretical prediction of T2 considers only
intramolecular dipolar interaction and under-
estimates the relaxation rate 1/T2, which also
depends on the intermolecular dipolar inter-
actions. The molecular motions under confine-
ment are anisotropic, and the intermolecular
dipolar interaction cannot be easily averaged
to zero (29, 30).

The correlation time changes from 132 ns
when T1 is 7 ms (18.4°C, P/P0 = 0.75) to 46 ns
when T1 is 3 ms (8.0°C, P/P0 = 0.75). They are
several orders of magnitude longer than 3.5 ps
of bulk water at 20°C (on the left edge of Fig.
2C). The correlation time at 8.0°C is shorter
than that at 18.4°C at low relative pressure, and
the amount of adsorbed water at a given relative
pressure below P/P0 = 0.9 is different at these
two temperatures. The structure and density of
adsorbed water are also expected to be different
and could lead to the observed difference in the
correlation time. The correlation time at these
two temperatures did become the same at P/P0 =
1.0 (26 ns), where the amount of water became
comparable. This suggests that the structure is
similar at these two temperatures when the SWNTs
are filled with water.

Because the intramolecular dipolar interaction
dominates the spin-lattice relaxation, the long
correlation time t suggests that there is a sub-
stantial slowdown in molecular reorientation. The
slowdown of certain dynamics of water in prox-
imity to small hydrophobic groups has been
shown previously (31). Here, we show a similar
slowdown of water reorientation in proximity to
an extended nonpolar surface.

Although the hydrophobic effect is widely
known to be temperature dependent, our obser-
vation demonstrates that such temperature de-
pendence could cause a qualitative change, as
manifested by the hydrophobic-hydrophilic tran-
sition. At lower temperatures, well-defined layered
structures of nanoconfined water on hydropho-
bic surfaces lead to a narrower probability distri-
bution of the binding energy, making adsorption
favorable in terms of the free energy. When such
ordered structure is weakened at higher tem-
perature, the distribution of the binding energy
broadens, making adsorption unfavorable.

The hydrophobicity should not be consid-
ered as an absolute property of a surface under
nanoconfinement without considering the struc-
ture of interfacial water. The correlation time of
water reorientation in SWNTs is determined to
be on the order of 10 to 100 ns. This result shows
that the dynamics of water reorientation is hin-
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Fig. 2. Relaxation time of confined water. The measured T1 (A) and T2 (B) values versus relative
pressure at 8.0°C (squares) and 18.4°C (triangles) are shown. The theoretical value of T1 and T2
based on intramolecular dipolar interaction are shown in (C). Based on the measured T1 values
at P/P0 = 0.75, 7 ms at 18.4°C, and 3 ms at 8.0°C, the corresponding correlation time of 132
and 46 ns, respectively, are identified. The corresponding T2 values are shorter than the
theoretically expected values. The correlation time at these two temperatures becomes the same at P/P0 = 1 (26 ns).

ð3Þ

ð4Þ

3 OCTOBER 2008 VOL 322 SCIENCE www.sciencemag.org82

REPORTS

 o
n 

O
ct

ob
er

 2
, 2

00
8 

ww
w.

sc
ie

nc
em

ag
.o

rg
Do

wn
lo

ad
ed

 fr
om

 

http://www.sciencemag.org


dered compared with bulk water, consistent with
the dynamics of water molecules in proximity to
small hydrophobic groups (31). The confined
and interfacial water are prevalent in biological
systems, such as the water in ion channels and in
proximity to proteins. The affinity change due to
temperature-induced structural change of water
could be relevant to various phenomena, includ-
ing in biological systems, such as the cold de-
naturation of proteins (2).
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Atmospheric CO2 and Climate
on Millennial Time Scales During
the Last Glacial Period
Jinho Ahn* and Edward J. Brook
Reconstructions of ancient atmospheric carbon dioxide (CO2) variations help us better
understand how the global carbon cycle and climate are linked. We compared CO2 variations
on millennial time scales between 20,000 and 90,000 years ago with an Antarctic temperature
proxy and records of abrupt climate change in the Northern Hemisphere. CO2 concentration
and Antarctic temperature were positively correlated over millennial-scale climate cycles,
implying a strong connection to Southern Ocean processes. Evidence from marine sediment
proxies indicates that CO2 concentration rose most rapidly when North Atlantic Deep Water
shoaled and stratification in the Southern Ocean was reduced. These increases in CO2
concentration occurred during stadial (cold) periods in the Northern Hemisphere, several
thousand years before abrupt warming events in Greenland.

The last glacial period was characterized by
abrupt climate and environmental changes
on millennial time scales. Prominent ex-

amples include abrupt warming and cooling in
Greenland ice core records (Dansgaard-Oeschger,
or DO, events) (1, 2) and abrupt iceberg discharges
in the North Atlantic (Heinrich, or H, events)
(3), the latter appearing to predate the longest
and largest DO events (Fig. 1A). Age synchroni-
zation between Greenland and Antarctic ice cores
through atmospheric CH4 variations reveals that
Antarctic and Greenlandic temperature are linked,
but not in phase (4, 5) (Fig. 1, A, B, and D).
Antarctic warming started before warming in
Greenland for most of the large millennial
events in the records, and Antarctic temperatures
began to decline when Greenland rapidly
warmed. Model and ice core studies suggest

that this link is maintained by changes in
meridional overturning circulation (6, 7).

In contrast to the interhemispheric climate
link, the relation between atmospheric CO2 and
climate, in the glacial period [~20 to 120 thou-
sand years ago (ka)], has not been as well doc-
umented because of scatter in data sets (8) and/or
chronological uncertainties (9). Understanding
CO2 variability is important, however, because
of the direct role of CO2 as a greenhouse gas
and the probable influence of changes in ocean
circulation on past atmospheric CO2 concentra-
tions. Here, we provide high-resolution atmo-
spheric CO2 data from the Byrd ice core (10),
with a chronology well synchronized with the
Greenland ice cores via CH4 correlation (4). The
data cover the period of 20 to 90 ka (Fig. 1C),
including previously published results for 47 to
65 ka (11). We also measured CH4 in 36 sam-
ples from Byrd to better constrain the chro-
nology of the 67- to 87-ka time period [the
time of DO-19, 20, and 21 and Antarctic events
A5 to A7 (4)] (Fig. 1D). Rapid increases in CH4

concentration are essentially synchronous with
abrupt warming in Greenland within decades
(12–14). With CH4 and CO2 data from the same
core, and in many cases from the same samples,
we could directly study the phasing between CO2

and Greenland temperature variations, circum-
venting uncertainties due to age differences be-
tween ice and gas in ice core records (12–14).

We call attention to two distinct features of
atmospheric CO2 variations associated with
climate changes in the Northern and Southern
Hemispheres. First, CO2 variation is strongly
correlated with d18Oice in the Byrd core, a proxy
for site temperature, but whereas CO2 remained
relatively stable for about 1 to 2 ka after reach-
ing maximum levels associated with peaks in
Antarctic warming, Antarctic temperature dropped
rapidly (Fig. 1, B and C, and fig. S1). In con-
trast to the slow decline of CO2 relative to Ant-
arctic cooling, the onsets of CO2 increases are
generally synchronous with Antarctic warming
within data and age uncertainties (fig. S1).

Second, an increase in CO2 predates, by 2 to 5
ka, the abrupt warming in Greenland associated
withDOevents, 8, 12, 14, 17, 20 and 21, the largest
and longest abrupt events in the Greenland record
over this time period (Figs. 1, A andC, and 2) (DO-
19may be an exception, but the timing of the onset
of CO2 rise is difficult to determine). The CO2

increase slowed just after the abrupt warming of
those events. We do not resolve any similar CO2

variability associated with the shorter DO climate
oscillations in the 37- to 65-ka period (DO-9, 11,
13, 15) with the current data set, but small varia-
tions associated with the shorter DO cycles cannot
be excluded. Between 19 and 37 ka, there are some
variations that may be associated with DO events 2
to 7, particularly a CO2 peak at ~ 28 ka, whichmay
be related to DO-4 and the stadial period preceding
it. Higher-resolution data will be needed to further
understand this variability.

Models of millennial-scale CO2 variations
suggest that changes in North Atlantic Deep
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dered compared with bulk water, consistent with
the dynamics of water molecules in proximity to
small hydrophobic groups (31). The confined
and interfacial water are prevalent in biological
systems, such as the water in ion channels and in
proximity to proteins. The affinity change due to
temperature-induced structural change of water
could be relevant to various phenomena, includ-
ing in biological systems, such as the cold de-
naturation of proteins (2).
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Atmospheric CO2 and Climate
on Millennial Time Scales During
the Last Glacial Period
Jinho Ahn* and Edward J. Brook
Reconstructions of ancient atmospheric carbon dioxide (CO2) variations help us better
understand how the global carbon cycle and climate are linked. We compared CO2 variations
on millennial time scales between 20,000 and 90,000 years ago with an Antarctic temperature
proxy and records of abrupt climate change in the Northern Hemisphere. CO2 concentration
and Antarctic temperature were positively correlated over millennial-scale climate cycles,
implying a strong connection to Southern Ocean processes. Evidence from marine sediment
proxies indicates that CO2 concentration rose most rapidly when North Atlantic Deep Water
shoaled and stratification in the Southern Ocean was reduced. These increases in CO2
concentration occurred during stadial (cold) periods in the Northern Hemisphere, several
thousand years before abrupt warming events in Greenland.

The last glacial period was characterized by
abrupt climate and environmental changes
on millennial time scales. Prominent ex-

amples include abrupt warming and cooling in
Greenland ice core records (Dansgaard-Oeschger,
or DO, events) (1, 2) and abrupt iceberg discharges
in the North Atlantic (Heinrich, or H, events)
(3), the latter appearing to predate the longest
and largest DO events (Fig. 1A). Age synchroni-
zation between Greenland and Antarctic ice cores
through atmospheric CH4 variations reveals that
Antarctic and Greenlandic temperature are linked,
but not in phase (4, 5) (Fig. 1, A, B, and D).
Antarctic warming started before warming in
Greenland for most of the large millennial
events in the records, and Antarctic temperatures
began to decline when Greenland rapidly
warmed. Model and ice core studies suggest

that this link is maintained by changes in
meridional overturning circulation (6, 7).

In contrast to the interhemispheric climate
link, the relation between atmospheric CO2 and
climate, in the glacial period [~20 to 120 thou-
sand years ago (ka)], has not been as well doc-
umented because of scatter in data sets (8) and/or
chronological uncertainties (9). Understanding
CO2 variability is important, however, because
of the direct role of CO2 as a greenhouse gas
and the probable influence of changes in ocean
circulation on past atmospheric CO2 concentra-
tions. Here, we provide high-resolution atmo-
spheric CO2 data from the Byrd ice core (10),
with a chronology well synchronized with the
Greenland ice cores via CH4 correlation (4). The
data cover the period of 20 to 90 ka (Fig. 1C),
including previously published results for 47 to
65 ka (11). We also measured CH4 in 36 sam-
ples from Byrd to better constrain the chro-
nology of the 67- to 87-ka time period [the
time of DO-19, 20, and 21 and Antarctic events
A5 to A7 (4)] (Fig. 1D). Rapid increases in CH4

concentration are essentially synchronous with
abrupt warming in Greenland within decades
(12–14). With CH4 and CO2 data from the same
core, and in many cases from the same samples,
we could directly study the phasing between CO2

and Greenland temperature variations, circum-
venting uncertainties due to age differences be-
tween ice and gas in ice core records (12–14).

We call attention to two distinct features of
atmospheric CO2 variations associated with
climate changes in the Northern and Southern
Hemispheres. First, CO2 variation is strongly
correlated with d18Oice in the Byrd core, a proxy
for site temperature, but whereas CO2 remained
relatively stable for about 1 to 2 ka after reach-
ing maximum levels associated with peaks in
Antarctic warming, Antarctic temperature dropped
rapidly (Fig. 1, B and C, and fig. S1). In con-
trast to the slow decline of CO2 relative to Ant-
arctic cooling, the onsets of CO2 increases are
generally synchronous with Antarctic warming
within data and age uncertainties (fig. S1).

Second, an increase in CO2 predates, by 2 to 5
ka, the abrupt warming in Greenland associated
withDOevents, 8, 12, 14, 17, 20 and 21, the largest
and longest abrupt events in the Greenland record
over this time period (Figs. 1, A andC, and 2) (DO-
19may be an exception, but the timing of the onset
of CO2 rise is difficult to determine). The CO2

increase slowed just after the abrupt warming of
those events. We do not resolve any similar CO2

variability associated with the shorter DO climate
oscillations in the 37- to 65-ka period (DO-9, 11,
13, 15) with the current data set, but small varia-
tions associated with the shorter DO cycles cannot
be excluded. Between 19 and 37 ka, there are some
variations that may be associated with DO events 2
to 7, particularly a CO2 peak at ~ 28 ka, whichmay
be related to DO-4 and the stadial period preceding
it. Higher-resolution data will be needed to further
understand this variability.

Models of millennial-scale CO2 variations
suggest that changes in North Atlantic Deep
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Water (NADW) formation can affect atmo-
spheric CO2 concentration through both phys-
ical and biological processes in the ocean and
terrestrial biosphere. Comparing model results
is difficult because of differences in boundary
conditions, amount and duration of freshwater
forcing, and treatment of the terrestrial biosphere
and other relevant processes. Model results sug-
gest that several different mechanisms may re-
late changes in NADW to changes in atmospheric
CO2 concentration, including increases in South-
ern Ocean sea surface temperatures and decreased
salinity in the North Atlantic (15), and reduced
Southern Ocean stratification and release of
CO2 (16). Climate-induced changes in the ter-
restrial biosphere caused by changes in ocean
circulation may also affect the atmospheric CO2

(17, 18), but the magnitude of this effect is not
yet clear.

To explore the possible link between ocean
circulation and CO2, we compared our data with
the benthic foraminiferal d13C from Iberian mar-
gin sediments at depth of 3146 m, using d13C as
a proxy for the balance between northern source
and southern source deep waters at this site
(19) (Fig. 3C). We also used bulk sediment
d15N from the Chile margin in intermediate
depths as a proxy for input of the Subantarctic
Mode Water to this region (20). Following (20),
we interpreted this proxy as an indicator of
the reduction of stratification in the Southern
Ocean (Fig. 3D), which may result from changes
in NADW. The two data sets are inversely cor-
related (note the reverse scale of the d13C) in
most time intervals, implying that shoaling

NADW is linked to reduction of stratification
in the Southern Ocean. The rate of change of
CO2 concentration peaks when these proxies
indicate a maximum in NADW shoaling and
reduction of stratification in the Southern Ocean
(Fig. 3, B to D), implying CO2 release to the
atmosphere during maxima in Southern Ocean
destratification, as suggested in model experi-
ments (16). At around 19 to 37 ka, the correla-
tions among the two marine proxies and the rate
of change of CO2 are not as clear as they are
in the 37- to 91-ka time period. Other, perhaps
longer-term processes may have controlled at-
mospheric CO2 during this time period. Alter-
natively, the geochemical proxies plotted in Fig. 3
may not directly reflect millennial change in
ocean circulation as climate approached the last
glacial maximum. Models of long-term glacial-
interglacial CO2 variations indicate that destra-
tification in the Southern Ocean should cause
CO2 to increase (21, 22), although it is not clear
if these model results are directly applicable to
millennial-scale variations. Other mechanisms
that may contribute to glacial-interglacial cycles
and may be important on millennial time scales
include changes in CO2 outgassing due to varia-
tions in sea ice extent (23) and changes in iron
fertilization (24) in the Southern Ocean.

Heinrich events are associated with the cold
periods before major DO events, and one sce-
nario that could explain CO2 variations is that
large freshwater fluxes associated with Heinrich
events cause changes in ocean circulation and
release of CO2 to the atmosphere through mech-
anisms discussed above (15, 16). However, based

on existing age constraints (3, 25, 26), H events
3, 4, 5, 5a, and 6 appear to have occurred 0 to
3 ka after CO2 started to rise (Fig. 1 and fig.
S2). Unfortunately, precise comparison of CO2

and all of the H events is prevented by chronol-
ogical uncertainties. In some cases the relative
timing of H events and events in the ice core
record can be constrained via correlations be-
tween temperature proxies in marine records
and ice core data, and identification of ash layers
(3, 25, 26). For example, the abrupt warming
at DO-15 (defined by the rapid rise in CH4 con-
centration, fig. S2) has a correlative feature in
North Atlantic sediment records (26) and occurred
before H5a, whereas the CO2 rise associated with
A3 started during or before DO-15, and therefore
also before H-5a. However, for other H events, the
timing of the associated CO2 rise cannot be
precisely determined in this way given the current
time resolution of the ice core records.

The data also indicate abrupt increases in
CO2 concentration of ~10 parts per million (ppm)
at the times of abrupt warming associated with
DO-19, 20, and 21 (Figs. 1 and 2). The mag-
nitude of these jumps is similar to those during
the last Termination (27), when the CO2 level
and temperature are similar to those of DO-19,
20, and 21 (65 to 90 ka). During the intervening
period (20 to 65 ka), this type of variability is
not as apparent in our record. The origin of these
brief periods of elevated CO2 is not clear, but
may be related to increases in sea surface tem-
perature in the Northern Hemisphere or release of
CO2 from the terrestrial biosphere by respiration,
associated with abrupt warming in Greenland.

Another notable feature is the rapid decrease
in CO2 concentration of ~43 ppm at ~68 ka
[Greenland Ice Sheet Project 2 (GISP2) time
scale] after DO-19 (Figs. 1C and 4). The magni-
tude of the CO2 drop is about half the total CO2

Fig. 1. Atmospheric CO2 composition and climate during the last glacial period. (A) Greenlandic tem-
perature proxy, d18Oice (2). Red numbers denote DO events. (B) Byrd Station, Antarctica temperature
proxy, d18Oice (4). A1 to A7, Antarctic warming events (4). (C) Atmospheric CO2 concentrations. Red dots
[this study and early results for 47 to 65 ka (11) at Oregon State University] and green circles (8) (results
from University of Bern) are from Byrd ice cores. Red dots are averages of replicates, and red open
circles at ~73 and 76 ka are single data [this study and (11)]. The chronology used for Byrd CO2 is
described in (10). Blue line is from Taylor Dome ice core (9) on the GISP2 time scale (11). Purple line is
from EPICA Dome C (27). (D) CH4 concentrations from Greenland (green) (4) and Byrd ice cores (brown)
[(4) and this study]. Black dots, new measurements for this study. Vertical blue bars, timing of Heinrich
events (H3 to H6) (25, 26). Brown dotted lines, abrupt warming in Greenland.

250

240

230

220

210

200

190

-4 -2 0 2 4

Fig. 2. Atmospheric CO2 variations relative to
abrupt warming in Greenland. The sequence of
Byrd CO2 variations [this study and (11)] asso-
ciated with each DO event is numbered. Red
dotted line indicates the timing of the abrupt
warming in Greenland defined by the rapid rise
in CH4 concentration in the Byrd ice core.
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variations during long-term glacial-interglacial
cycles. The fastest rate of decrease during the
event is ~11 ppm/ka, but the true value could
have been even larger. A similar decrease of
~40 ppm at this time is also observed in low-
resolution Vostok (28) and Dome Fuji records
(29). A large sea-level drop appears to predate
the CO2 decline (Fig. 4). It is notable that a rapid
increase of dust flux occurred in the equatorial
Pacific and Antarctica at around the same time
(30, 31).

Our results support the idea that atmospheric
CO2 concentration is controlled by oceanic pro-
cesses, especially those associated with proxies
for the reduction of stratification in the South-
ern Ocean, but also affected by the Northern
Hemisphere climate. Reductions in overturning
circulation in the Northern Hemisphere appear
to be associated with increases in atmospheric
CO2. On the basis of these data, if global warm-
ing causes a decrease in the overturning circula-
tion (32), we might expect a positive feedback
from additional CO2 emissions to the atmosphere.
However, the application of those observations
to the future carbon cycle should be done cau-
tiously because of differences between glacial
and interglacial climate boundary conditions
(17). It is likely that higher-resolution records
of CO2 will reveal more details about precise
timing between Antarctic and Greenlandic tem-
perature and atmospheric CO2.
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Fig. 3. Atmospheric CO2 and change in ocean circulation. (A) Atmospheric CO2 concentrations from the
Antarctic Byrd ice core [this study and (11)], measured at Oregon State University (table S1). (B) Derivative
of the Byrd CO2 concentrations shown in (A). Nine-point running mean of the first derivative is calculated
from data interpolated to 100-year spacing. (C) Benthic foraminifera (Cibicidoides wuellerstorfi) d13C from
the Iberian margin sediment core (19). Ages are synchronized by correlation between planktonic
foraminifera from the same sediment core and Greenland d18Oice (19). (D) Bulk sediment d15N from the
Chile Margin as a proxy for the reduction of the Southern Ocean stratification (20). Ages are synchronized
by benthic foraminifera d18O correlation with that from Iberian margin (20). Orange arrows show the
positive correlation between CO2 derivative and reduced stratification in the Southern Ocean or shoaling
NADW. The arrow with a question mark indicates an unclear correlation due to lack of resolution in the
d13C record. Horizontal black bars, timing of Heinrich events (H3 to H6) (25, 26).
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Fig. 4. Comparison of the rapid drop in CO2 con-
centration with coral sea-level proxy. (A) Greenland
temperature proxy (2). Blue numbers denote DO
events. (B) Coral sea-level records (33). Original
U-Th absolute ages (33) (gray dots) are adjusted to
the GISP2 time scale (brown dots) by means of the
correlations between Sanbao speleothem d18O (34)
and GISP2 d18Oice (2). The sea-level age uncertain-
ties on the GISP2 time scale were calculated with
age uncertainties from coral U-Th (T0.3 to 0.6 ka)
and speleothem U-Th (T0.5 to 0.65 ka), and cor-
relations between GISP2 and speleothem d18O
(T0.5 to 1.0 ka) and between GISP2 d18Oice and
Byrd CO2 records (T0.3 to 0.5 ka). (C) Atmospheric
CO2 concentration from Byrd ice core [this study
and (11)]. (D) Atmospheric CH4 concentration from
Byrd ice core [(4) and this study].
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Rates of Molecular Evolution Are Linked
to Life History in Flowering Plants
Stephen A. Smith* and Michael J. Donoghue
Variable rates of molecular evolution have been documented across the tree of life, but the
cause of this observed variation within and among clades remains uncertain. In plants, it has been
suggested that life history traits are correlated with the rate of molecular evolution, but
previous studies have yielded conflicting results. Exceptionally large phylogenies of five major
angiosperm clades demonstrate that rates of molecular evolution are consistently low in trees
and shrubs, with relatively long generation times, as compared with related herbaceous plants,
which generally have shorter generation times. Herbs show much higher rates of molecular change
but also much higher variance in rates. Correlates of life history attributes have long been of
interest to biologists, and our results demonstrate how changes in the rate of molecular evolution
that are linked to life history traits can affect measurements of the tempo of evolution as
well as our ability to identify and conserve biodiversity.

Variation in the rate of molecular evolution
has been attributed to a number of fac-
tors, including differences in body size,

metabolic rate, DNA repair, and generation time
(e.g., 1–4). In plants, differences in rates of mo-
lecular evolution have been noted between an-
nuals and perennials (5) and between woody and
herbaceous species (6, 7). These differences have
been presumed to reflect differences in genera-
tion time (the time from seed germination to the
production of fruits/seeds). However, in plants the
relationship between life history and the average
length of time before a nucleotide is copied either
through replication or repair [nucleotide genera-
tion time (1)] is complicated by the fact that so-
matic mutations can accumulate during growth
and can be transmitted through gametes (8, 9).
Variation in breeding system and/or seed-banking
by annual plants (9) may also affect the ability to
detect a correlation between molecular rate and
generation time.

Previous studies have been inconclusive with
respect to the extent and the correlates of rate
heterogeneity in plants (5, 7, 9, 10). Studies fo-
cused on individual smaller clades, or on single
gene regions, have yielded results of uncertain
generality (7), whereas broader phylogenetic studies
have suffered from limited taxon sampling and,
hence, comparisons among very distant relatives
(11). Some tests have failed to account for phy-
logenetic relatedness (9).

We assembled molecular sequence data for
five major branches within the flowering plants:
three clades of asterids (Apiales, Dipsacales, and
Primulales),onecladeof rosids (Moraceae/Urticaceae),
and one of monocotyledons (Commelinidae).We
used group-to-group profile alignments (12) that
take advantage of previously recognized clades
within the groups analyzed (13) and yield denser
data matrices (containing less missing data) than

those produced using other strategies (14). Spe-
cifically, we identified alignable clusters of homol-
ogous gene regions, which were then concatenated
with profile alignment (13). To minimize missing
data, only phylogenetically informative clusters
(with at least four taxa) were used. The gene re-
gions varied among the five matrices but in each
case included markers from the chloroplast, nu-
clear, and mitochondrial genomes (figs. S1 and
S2 and table S2). The average gene region in our
analyses contained 305 species; the smallest con-
tained 10 species. This process resulted in an
Apiales matrix of 1593 species by 9522 sites
(>15 megabases); for Dipsacales, it was 366 by
11374 (>4 megabases); for Primulales, 529 by
11505 (>6 megabases); for Moraceae/Urticaceae,
457 by 7820 (>3.5 megabases); and for Comme-
linidae, 4657 by 22391 sites (>104 megabases).

Phylogenetic trees (Fig. 1) were inferred
under maximum-likelihood (ML) with RAxML
(vers.7.0.0) (15), with gene regions treated as
separate partitions (13). We conducted 100 rapid
bootstrap analyses, using every 10th bootstrap
tree as a starting tree for a full ML search, and
chose the tree with the highest likelihood score;
owing to the size of the Commelinidae matrix,
only a single ML search was conducted. For all
clades but Commelinidae, we used nonparame-
tric rate smoothing (16) to set branch lengths
proportional to time; we used the PATHd8 meth-
od (17) for the exceptionally large commelinid
analysis. Published studies were used to cali-
brate each phylogeny, using multiple calibra-
tion points to limit the impact of clade-specific
rate heterogeneity (13, 18–21). For Apiales and
Primulales, we separately calibrated the major
subclades identified in previous analyses, which
also accommodated the fact that our analyses
included some taxa not represented in previous
studies.

Ancestral states of the life history trait “trees/
shrubs” versus “herbs” (a proxy for generation
time) (6, 7, 22) were inferred with ML methods
(Fig. 1) (13); palms (Arecaceae, Commelinidae),
which donot produce truewood (secondary xylem),
were scored as trees/shrubs. For each branch on

each phylogeny, we calculated the number of sub-
stitutions per nucleotide site permillion years using
branch lengths estimated from the dated molecu-
lar trees. Branch calculations were binned on the
basis of inferred life history to produce box plots
for each clade (Fig. 1). Outliers (values >1.5 times
beyond the first and third quartiles) were excluded
as artifacts of divergence-time estimation (e.g.,
thosewith zero or near-zero branch lengths).Within
eachmajor clade, we noted that trees/shrubs were
consistently evolving more slowly than related
herbaceous plants. Median rates of nucleotide
divergence were 2.7 to 10 times as high in herbs
as in trees/shrubs; herbs also showed higher
ranges and variances (Fig. 1). None of the tree/
shrub lineages examined here showed high rates
of molecular evolution, but some herbaceous
lineages were inferred to have low evolutionary
rates, in the range characteristic of trees/shrubs.
This asymmetry in variance may reflect the fact
that, although most trees/shrubs are not able to
reproduce within the first few years (23, 24), as
most herbs can, some herbs take as long as trees
to flower. Consistent with the view that genera-
tion time influences the rate of molecular
evolution within the Commelinidae (Fig. 1), the
longer-lived bromeliads [which take up to 18
years to reproduce (25)] have remarkably short
branches, with even fewer substitutions per site
per million years than palms (0.00059 and
0.0014, respectively). Other factors, such as
population size, breeding system, and seed-
banking, may also relate to the observed
asymmetry; for example, the rate of fixation of
mutations by selection increases in large popula-
tions. Although we do not dismiss these variables
in explaining the observed variance, they are less
clearly correlated with the life history distinction
than is generation time [e.g., (26)].

To explore whether the difference in rates of
molecular evolution has remained constant over
time, we compared substitutions per site per mil-
lion years through 10-million-year segments for
each dated phylogeny (Fig. 2) (13).We found that
the trend in rate heterogeneity holds through time,
with some noteworthy exceptions in the earliest
time periods. For example, woody Dipsacales are
estimated to have a high rate of evolution before
the herbaceous habit is inferred to have evolved
in this lineage (Fig. 2B). Fossil data might help to
distinguish whether these results are best explained
by incorrect reconstructions (i.e., perhaps the first
Dipsacales were herbaceous), by faster evolution
of woody lineages during earlier times (e.g., due
to warmer climate in the early Tertiary), or by the
extinction of early woody lineages.

Because these comparisons do not directly
take into account phylogenetic relationships or
examine the effects of evolutionary change from
one life history state to the other, we calculated
branch length contrasts (27) around each inferred
evolutionary shift in life history (Fig. 3) (13).
Specifically, we calculated the average accumu-
lation of molecular changes from each branch tip
to the shared ancestor of a tree/shrub clade and
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compared this to the average accumulation in its
herbaceous sister clade.We started from the most
nested clades and worked toward the root, ex-
cising any nested contrasts from the more in-
clusive calculations to avoid measuring any node
more than once. We omitted contrasts containing
only one tree/shrub or one herb branch to less-

en the impact of incorrectly estimating singleton
branches (branch lengths were averaged in clades
with two or more species).

Of the 13 contrasts identified using these crite-
ria (Table 1 and Fig. 3), 12 showed a slower rate
ofmolecular evolution in trees/shrubs than in herbs
(sign test, P = 0.00342). On average, herbs evolve

2.5 times as fast as trees/shrubs. A maximum
rate difference of 4.75 times was found between
Dorstenia (Moraceae) and its tree/shrub sister clade.
The single exception occurred within Sambucus
(Dipsacales), where the tree/shrub species showed
a slightly higher rate than the herbs (0.0075 and
0.0061, respectively).This case involved the smallest

Fig. 1. Phylogenies of five
angiosperm clades with
branch lengths proportion-
al to substitutions per site.
Branch colors represent in-
ferred life history states
(brown for trees/shrubs;
green for herbs). Box plots
show substitutions per site
per million years for the
inferred life history cate-
gories; centerline represents
the median, hinges mark
the first and third quar-
tiles, whiskers extend to
the lowest andhighest non-
outlier.Outliers (not shown)
have values >1.5 times
beyond the first or third
quartiles.
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numbers of species (three shrubby species versus
three herbs) and also presented the greatest diffi-
culty in assigning life history states (the herbaceous
species are subshrubby and the woody species ma-
ture rapidly). As such uncertainties are inherent
in large comparative analyses, we exploredwheth-
er alternative phylogenetic hypotheses (13) af-
fected the results for the smallest clade examined
here, the Dipsacales, as well as the effect of scor-

ing all Sambucus species as trees/shrubs. These
alternatives (Table 1 and Fig. 3) yielded a simi-
larly strong historical correlation (P = 0.00049),
as did the exclusion of these contrasts altogether
(P = 0.00195).

On the basis of our trees and broader phylo-
genetic studies of angiosperms [reviewed in (28);
see also (29)], the likely direction of evolution of
plant habit was from trees/shrubs to the herbaceous

condition in Apiales, Dipsacales, and Primulales,
and with less certainly in Moraceae/Urticaceae.
The palms (Arecaceae) within the Commelinidae
present the one clear instance in our sample of the
evolution of trees/shrubs from herbaceous ances-
tors (30). From our comparisons and a broader
analysis of monocotyledons (11), the shift to the
tree/shrub habit in palms was associated with a
marked decrease in the rate of molecular evo-
lution (palms evolve 2.7 times as slow as their
sister commelinids), as predicted by the hypoth-
esis that generation time drives the rate of mo-
lecular evolution.

Differences in rates of evolution associated
with generation timemay be reflected most clear-
ly in synonymous substitutions within coding se-
quences (31).We analyzed 1208 commelinid rbcL
sequences, pruning species lacking an rbcL se-
quence in GenBank from our Commelinidae phy-
logeny and using RAxML to estimate branch
lengths for several partitions of the data (Table 2)
(13). As expected, estimated amino acid branch
lengths showed the least difference in rate be-
tween life history classes (2.1 times as fast as in
herbs), with first and second nucleotide positions
being next smallest (3.2 times as fast). The rate
difference in the full Commelinidae data set (all
species, all genes) fell between these two values
(2.7 times as fast in herbs). The third positions
showed the greatest difference in rate (4.98 times
as fast in herbs). These findings are similar to
those based on a much smaller sample of rbcL
sequences from grasses and palms (11).

Our findings highlight the need for the meth-
ods used to date phylogenies to address the form
of clade-dependent heterogeneity documented here.
A rate of nucleotide substitution obtained from
an herbaceous group cannot be used to calibrate a
clade of trees/shrubs, or vice versa, without con-
founding age estimates. Likewise, relaxed clock
methods [e.g., (32)] are likely to estimate that slow-
ly evolving groups are younger, and that rapidly
evolving groups are older, than their true ages. It
may be possible to avoid mixing clades with very
different life histories in designing dating studies.
Otherwise, as we have attempted here, the use of
multiple calibration points spanning clades that
differ in life history may help alleviate this prob-
lem. Also, as shown here for Commelinidae, the
use of amino acid sequences (or the removal of
third sites) may be useful. Bayesian models that
do not assume an autocorrelated rate ofmolecular
evolution [e.g., (33)] are promising, but current
methods are incapable of analyzing large data sets.

We hope that our results will also focus new
attention on the extent to which molecular and
morphological evolution are coupled [see (34, 35)].
Are rates of morphological evolution also slower
in trees/shrubs than in herbs [e.g., (36)]? Until
this question is addressed, we urge caution in as-
suming that morphological change scales with mo-
lecular change and in using molecular branch
lengths alone to assess “feature diversity” and de-
sign conservation strategies [e.g., (37)]. A related
issue is the likely success of “barcoding”methods
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Fig. 3. Branch-length contrasts for trees/shrubs versus herbs. (A) Lines are drawn between the accumulated
average molecular branch lengths for each tree/shrub clade and its sister herbaceous clade (numbers
correspond to those in Table 1). All evolutionary shifts were inferred to be from trees/shrubs to herbs except
for the evolution of palms within monocotyledons (arrowhead in contrast 4). Contrasts 1 to 13 were used in
an initial sign test (P = 0.00342). Alternative contrasts within the Dipsacales (14 and 15) are marked by
dotted lines and were substituted for 11 to 13 in one test (P= 0.00049); contrasts 11 to 15were omitted in a
third test (P = 0.00195). (B) Magnitude of change between each tree/shrub clade and its herbaceous sister
clades; values above 1 show higher rates of molecular evolution in herbs than in trees/shrubs.

Table 1. Branch length contrasts 1 to 13 derive from the trees in Fig. 1 [see (13) for more exact locations
of the nodes in question]. Plants in the first taxon in each pair of representative taxa are trees/shrubs;
plants in the second are herbs. Within Dipsacales, we explored alternative contrasts, substituting contrasts
14 and 15 for 11 to 13 in one test and omitting contrasts 11 to 15 in another.

Major clade Representative taxa Trees/shrubs Herbs Difference
Apiales 1

2
3

Astrotricha–Hydrocotyle
Aralia–Panax
Pittosporaceae–Apiaceae

0.0564
0.0198
0.1692

0.2173
0.0679
0.2724

3.8538
3.4224
1.6097

Commelinidae 4 Arecales–remaining
Commelinidae

0.1363 0.4350 3.1915

Moraceae–
Urticaceae

5
6
7

Brosimum–Dorstenia
Moraceae–Urticaceae
Cecropia/Coussapoa–
Boehmeria

0.0213
0.1002
0.0361

0.1013
0.1800
0.0873

4.7527
1.7967
2.4169

Primulales 8
9

Ardisia–sister Myrsinaceae
Theophrastaceae–
Myrsinaceae/Primulaceae

0.0433
0.0953

0.1011
0.1824

2.3330
1.9138

Dipsacales 10
11
12

13
14

15

Symphoricarpos–Triosteum
Linnaeeae–Morinaceae
Woody Sambucus–
herbaceous Sambucus
Viburnum–Adoxa
Linnaeeae–
Morinaceae/Dipsacaceae/
Valerianaceae
“Woody” Sambucus–
Adoxa

0.0142
0.0217
0.0075

0.0352
0.0219

0.0133

0.0210
0.0626
0.0061

0.0856
0.0863

0.0554

1.4747
2.8912
0.8130

2.4304
3.9432

4.1783
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for identifying plant species from short DNA se-
quences [reviewed in (33)]. We predict that the
chloroplast genes proposed as universal barcode
loci will be most successful in resolving herba-
ceous species and may be incapable of confident-
ly distinguishing closely related woody species.

Finally, our studies underscore the need for
better and more accessible information on the
underlying drivers of rates of molecular evolu-
tion. In addition to data on generation times, we
need better knowledge of effective population
sizes. Past analyses (e.g., in mammals) have as-
sumed that larger, longer-lived organisms have
smaller population sizes, but this may be reversed
in plants, where tropical trees often appear to have
large population sizes (31). Our analyses imply
that somatic mutation has not counteracted the
influence of generation time on rates of evolu-
tion, but more data are needed on the rate and fate
of such mutations (8). In any event, our analyses
demonstrate a general pattern that must now be
taken into account in evolutionary studies and
whose existence demands the elaboration of a
cohesive causal explanation.
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Chemokine Signaling Controls
Endodermal Migration During
Zebrafish Gastrulation
Sreelaja Nair and Thomas F. Schilling*

Directed cell movements during gastrulation establish the germ layers of the vertebrate embryo
and coordinate their contributions to different tissues and organs. Anterior migration of the
mesoderm and endoderm has largely been interpreted to result from epiboly and convergent-
extension movements that drive body elongation. We show that the chemokine Cxcl12b and its
receptor Cxcr4a restrict anterior migration of the endoderm during zebrafish gastrulation, thereby
coordinating its movements with those of the mesoderm. Depletion of either gene product causes
disruption of integrin-dependent cell adhesion, resulting in separation of the endoderm from the
mesoderm; the endoderm then migrates farther anteriorly than it normally would, resulting in
bilateral duplication of endodermal organs. This process may have relevance to human
gastrointestinal bifurcations and other organ defects.

Acrucial feature of vertebrate embryo-
genesis is the coordinated morphogene-
sis of germ layers (endoderm, mesoderm,

and ectoderm) during gastrulation (1). Interac-
tions between the endoderm and mesoderm
specify organ locations and symmetries (2).
Defects in the endoderm alter the morphogene-
sis of mesodermal organs (e.g., heart, kidneys,

and blood), whereas mesodermal defects disrupt
the locations of the liver and pancreas (2–5).
Morphogenesis is regulated by Wnt (6) and
Nodal signaling (7) when cells are intermingled
in a bipotential “mesendoderm” (8). However,
relatively little is known about germ layer–
specific pathways that establish organ rudiments.
In zebrafish, mesendodermal organ progenitors

involute at the gastrula margin (blastopore) and
move anteriorly toward the animal pole (future
head) while converging toward the midline (con-
vergent extension).

The chemokine receptor CXCR4 controls
directional migration in many contexts and is
expressed in the endoderm. It is up-regulated by
the endodermal determinants Mixer and Sox17b
(9–13) and is required for gastrointestinal
vascularization (14). Of the two closely related
zebrafish Cxcr4s, Cxcr4b regulates the migration
of many cell types (12, 15–18), but no roles have
been reported for Cxcr4a during embryogenesis.

Zebrafish embryos deficient in Cxcr4a or
Cxcl12b, generated by injection with antisense
morpholino oligonucleotides (MO), appeared
morphologically normal (Fig. 1, A to C, and
fig. S1). However, analysis of Tg(gutGFP)s854

transgenic embryos in which the entire gut
fluoresces [(19); GFP, green fluorescent protein]
revealed duplications of endodermal organs at
56 hours post-fertilization (hpf) (Fig. 1, D to F,
and fig. S2), including the pancreas (normally
on the right; fig. S3, A to F) and liver (normally

Table 2. Branch length contrast estimates for different partitions of rbcL sequences from Commelinidae.

Estimate data Palms Rest of Commelinidae Difference
Third sites 0.0369 0.1842 4.9872
First, second, and third sites 0.0331 0.1284 3.8808
First and second sites 0.0313 0.1007 3.2180
Amino acids 0.0464 0.0993 2.1379
All genes/species 0.1363 0.4350 3.1915
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for identifying plant species from short DNA se-
quences [reviewed in (33)]. We predict that the
chloroplast genes proposed as universal barcode
loci will be most successful in resolving herba-
ceous species and may be incapable of confident-
ly distinguishing closely related woody species.

Finally, our studies underscore the need for
better and more accessible information on the
underlying drivers of rates of molecular evolu-
tion. In addition to data on generation times, we
need better knowledge of effective population
sizes. Past analyses (e.g., in mammals) have as-
sumed that larger, longer-lived organisms have
smaller population sizes, but this may be reversed
in plants, where tropical trees often appear to have
large population sizes (31). Our analyses imply
that somatic mutation has not counteracted the
influence of generation time on rates of evolu-
tion, but more data are needed on the rate and fate
of such mutations (8). In any event, our analyses
demonstrate a general pattern that must now be
taken into account in evolutionary studies and
whose existence demands the elaboration of a
cohesive causal explanation.
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Chemokine Signaling Controls
Endodermal Migration During
Zebrafish Gastrulation
Sreelaja Nair and Thomas F. Schilling*

Directed cell movements during gastrulation establish the germ layers of the vertebrate embryo
and coordinate their contributions to different tissues and organs. Anterior migration of the
mesoderm and endoderm has largely been interpreted to result from epiboly and convergent-
extension movements that drive body elongation. We show that the chemokine Cxcl12b and its
receptor Cxcr4a restrict anterior migration of the endoderm during zebrafish gastrulation, thereby
coordinating its movements with those of the mesoderm. Depletion of either gene product causes
disruption of integrin-dependent cell adhesion, resulting in separation of the endoderm from the
mesoderm; the endoderm then migrates farther anteriorly than it normally would, resulting in
bilateral duplication of endodermal organs. This process may have relevance to human
gastrointestinal bifurcations and other organ defects.

Acrucial feature of vertebrate embryo-
genesis is the coordinated morphogene-
sis of germ layers (endoderm, mesoderm,

and ectoderm) during gastrulation (1). Interac-
tions between the endoderm and mesoderm
specify organ locations and symmetries (2).
Defects in the endoderm alter the morphogene-
sis of mesodermal organs (e.g., heart, kidneys,

and blood), whereas mesodermal defects disrupt
the locations of the liver and pancreas (2–5).
Morphogenesis is regulated by Wnt (6) and
Nodal signaling (7) when cells are intermingled
in a bipotential “mesendoderm” (8). However,
relatively little is known about germ layer–
specific pathways that establish organ rudiments.
In zebrafish, mesendodermal organ progenitors

involute at the gastrula margin (blastopore) and
move anteriorly toward the animal pole (future
head) while converging toward the midline (con-
vergent extension).

The chemokine receptor CXCR4 controls
directional migration in many contexts and is
expressed in the endoderm. It is up-regulated by
the endodermal determinants Mixer and Sox17b
(9–13) and is required for gastrointestinal
vascularization (14). Of the two closely related
zebrafish Cxcr4s, Cxcr4b regulates the migration
of many cell types (12, 15–18), but no roles have
been reported for Cxcr4a during embryogenesis.

Zebrafish embryos deficient in Cxcr4a or
Cxcl12b, generated by injection with antisense
morpholino oligonucleotides (MO), appeared
morphologically normal (Fig. 1, A to C, and
fig. S1). However, analysis of Tg(gutGFP)s854

transgenic embryos in which the entire gut
fluoresces [(19); GFP, green fluorescent protein]
revealed duplications of endodermal organs at
56 hours post-fertilization (hpf) (Fig. 1, D to F,
and fig. S2), including the pancreas (normally
on the right; fig. S3, A to F) and liver (normally

Table 2. Branch length contrast estimates for different partitions of rbcL sequences from Commelinidae.

Estimate data Palms Rest of Commelinidae Difference
Third sites 0.0369 0.1842 4.9872
First, second, and third sites 0.0331 0.1284 3.8808
First and second sites 0.0313 0.1007 3.2180
Amino acids 0.0464 0.0993 2.1379
All genes/species 0.1363 0.4350 3.1915
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on the left; fig. S3, A to C and G to I), a phe-
notype we call “viscera bifida” (cxcl12bMO,
78%, n = 23; cxcr4aMO, 68%, n = 37). At 26
hpf, the intestine was also split bilaterally (Fig.
1, G to I; 12bMO, 78%, n = 18; 4aMO, 76%,
n = 34), as revealed by foxa2 expression, where-
as the floor plate of the neural tube was un-
affected (Fig. 1, H and I). No defects were
detected in the mesoderm or ectoderm (fig. S3, J
to O, and fig. S4).

During gastrulation, cxcl12b is expressed in
mesoderm (Fig. 2, A, C, and E, and fig. S5, A
and B), whereas cxcr4a is expressed in endo-
derm (Fig. 2, B, D, and F, and fig. S5, E and F),
and both require Nodal signaling (fig. S5, C, D,
G, and H), suggesting that chemokine signaling
regulates endoderm-mesoderm interactions. At
the onset of gastrulation (6 hpf), sox32+ en-
dodermal cells appeared normal in number but
were displaced slightly anteriorly in cxc12b (83%,

n = 82) and cxcr4a (74%, n = 62) morphants
(Fig. 1, J to L). Displacement became more
pronounced by 8 hpf, as revealed by foxa2
expression (Fig. 1, M to O; 12bMO, 88%, n =
34; 4aMO, 85%, n = 55). In controls, the trailing
edge of foxa2+ cells was 50 to 100 mm from the
margin, whereas in morphants this gap was larger
by a factor of >3 (178 to 275 mm dorsally, 170
to 310 mm laterally, 186 to 340 mm ventrally)
(Fig. 1P). The leading edge was also displaced up
to 100 mm, particularly ventrally. Displacement
was not due to precocious endodermal internaliza-
tion (fig. S6), which suggests a later requirement
for chemokine signaling in restricting endodermal
movements anteriorly, toward the animal pole.We
refer to this as endodermal tethering.

Despite displacement of the endoderm, the
mesoderm was unaffected, as assayed by no tail
(ntl) at 6 hpf (Fig. 1, J to L), tbx16 in paraxial
mesoderm at 8 hpf (fig. S4, A to C), and hand2
in lateral plate mesoderm at 11 hpf (LPM; fig.
S4, D to F). Our results reveal an early
distinction between endodermal and mesodermal
cell behaviors before they separate from the mes-
endoderm, thereby implicating the Cxcl12b-
Cxcr4a system as among the earliest known
signals in endodermal morphogenesis.

If Cxcl12b in mesoderm binds Cxcr4a in
endodermal cells to restrict (tether) theirmovements,
Cxcr4a should be required cell-autonomously in
the endoderm. To test this, we transplanted
endoderm-targeted cxcr4a morphant cells into
wild-type hosts (Fig. 2, G to L). As an internal
control, these cells were cotransplanted with
wild-type endoderm into the same locations
(Fig. 2, G, I, and K) in unlabeled hosts at 4 hpf,
and cell distributions were compared 4 hours later
(Fig. 2, H, J, and L). cxcr4a morphant endoder-
mal cells moved, on average, 200 mm farther
anteriorly than did controls (Fig. 2M), demon-
strating a cell-autonomous requirement.

How does Cxcl2b-Cxcr4a signaling regulate
endoderm migration? Because cxcl12b is mater-
nally deposited and localized to the mesoderm,
from which endodermal cells separate during
gastrulation, it seems unlikely to act as a che-
moattractant here. However, increasing evidence
suggests that chemokine signaling modulates ex-

Fig. 1. cxcl12b and cxcr4a are required for endodermal morphogenesis. (A to C) Bright-field
images, live embryos, 30 hpf; (A) control, (B) cxcl12b morphant, (C) cxcr4a morphant. (D to L)
Dorsal views, anterior to the top. [(D) to (F)] Tg(gutGFP)s854, 56 hpf, reveals duplicated liver (L) and
pancreas (P) (asterisks) in confocal projections of cxcl12b (E) and cxcr4a (F) morphants. g, gut; hd,
hepatic duct; pd, pancreatic duct. [(G) to (I)] foxa2, 26 hpf; the intestinal rod (ir) bifurcates, but not
the floor plate (asterisks); pe, pharyngeal endoderm. [(J) to (L)] Double in situ hybridizations for
sox32 (endoderm, blue) and ntl (mesoderm, red), 6 hpf; sox32+ cells, but not ntl+ or sox32+

forerunner cells (FRCs, arrowheads), move anteriorly (toward the animal pole and away from the
margin). (M to O) foxa2, 8 hpf; lateral view. Morphant endoderm moves anteriorly (arrowheads
indicate margin). (P) Quantitation of displacement of foxa2+ cells at dorsal (D), lateral (L, 90° from
D), and ventral (V, 180° from D) positions, 8 hpf. Controls, red bars; cxcl12b morphants, blue bars;
cxcr4a morphants, gold bars.

Fig. 2. Mesoderm expresses cxcl12b
and endoderm requires cxcr4a cell-
autonomously. (A to F) Whole-mount
in situ hybridizations, dorsal right
[except (C) and (D), transverse
sections of gastrulae]. (A) cxcl12b in
mesoderm, 8 hpf; arrow indicates
margin. (B) cxcr4a in endoderm. (C)
Double in situ hybridizations for
cxcl12b (blue) and tbx16 (red), 8
hpf, confirms coexpression in region
indicated by arrows, but not in
endoderm (arrowhead). (D) Endoder-
mal cxcr4a expression. (E) cxcl12b in lateral mesoderm (arrow), 10 hpf. (F)
cxcr4a in endoderm and prechordal plate (PCP, arrow), 10 hpf. (G to L)
cxcr4a morphant (green; fluorescein) and control cells (red; rhodamine)

grafted into unlabeled hosts, lateral views at 4.3 to 4.5 hpf [(G), (I), (K)] and
8 to 8.5 hpf [(H), (J), (L)]. (M) Average leading and trailing positions of
control (red bar) and cxcr4a morphant (green bar) transplanted cells (n = 7).
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tracellular matrix (ECM) proteins [e.g., fibronec-
tin (FN), laminin] and their receptors (integrins),
which are required for gastrulation (20–24). FN in
ECM binds secreted CXCL12 and presents it to
CXCR4, causing its redistribution to leading
edges of migrating cells (25). Of several fns in
zebrafish, fn1 is expressed by mesoderm during
gastrulation (26). Thus, FN in the mesodermal
ECMmight bind and present Cxcl12b to Cxcr4a-
expressing endoderm, sensitizing it to chemokines.
CXCR4 activation by CXCL12 also enhances
integrin-dependent adhesion of renal carcinoma
and small-cell lung cancer cells to FN (22, 27).
Thus, we considered both FNs and integrins as
potential downstream effectors during endoderm
migration.

If this is correct, interfering with FN-integrin
interactions should also disrupt endoderm mi-
gration. To test this, we treated gastrulating
zebrafish embryos with RGD peptides (con-
taining the tripeptide motif Arg-Gly-Asp),
which bind integrins and block signaling (28).
This caused anterior displacement of the endo-
derm at 8 hpf, similar to cxcl12b and cxcr4a
morphants (Fig. 3, A and B; 40%, n = 52), and
delayed convergence of endoderm toward the
midline (fig. S7, A to F; 55%, n = 20). In con-
trast, convergence of LPM, which is required for
gut morphogenesis (5), was unaffected (fig. S7,
G and H), as in morphants (fig. S4, D to F). RGD
peptide treatments of transgenic Tg(gutGFP)s854

embryos caused viscera bifida (Fig. 3, C and D;
42%, n = 65) or situs inversus (fig. S7, I and J;
14%, n = 64), even when applied at mid- to late
gastrula stages (viscera bifida, 32%, n = 22; situs
inversus, 18%, n = 22), indicating that integrin-
dependent interactions are essential throughout
gastrulation.

These results argue against the presentation
of FN-bound Cxcl12b to Cxcr4a and instead
suggest that chemokines control ECM-integrin–
dependent adhesive interactions of the endo-
derm. To test this, we conducted in vitro cell
adhesion assays to determine the ability of cxcr4a
morphant endodermal cells to adhere to FN-coated
surfaces. Relative to controls, the number of
morphant cells that remained attached was re-
duced by one-third; adhesion was rescued by coin-
jection of integrin beta 1b (itgb1b) mRNA (Fig.
3E), which confirmed that chemokine signaling
directly regulates adhesion of endoderm to FN.

Molecular interactions between CXCL12
and CXCR4 up-regulate levels of integrin a
and b mRNAs in renal carcinoma cells to enhance
their adhesion to FN (22). Thus, Cxcl12b-
Cxcr4a signaling in the endoderm may similarly
regulate integrin levels. Of the integrin bs
expressed in zebrafish, itgb1b is expressed ma-
ternally and ubiquitously during gastrulation (29).
Quantitative real-time polymerase chain reaction
(qPCR) revealed a reduction in itgb1b mRNA
levels in whole embryos and in cxcr4aMO en-
doderm (fig. S7K); this finding suggests that the
link between chemokines and integrins is, at least
in part, a transcriptional one.

If endodermal defects in cxcl12b-cxcr4a
morphants reflect disruption of ECM-integrin
signaling, injecting itgb1bmRNA into morphants
should rescue these defects. itgb1b mRNA
injected into cxcl12b and cxcr4a morphants res-
cued intestinal bifurcations in a dose-dependent
manner (Fig. 3, F to K), either unilaterally (50 to
75 pg; Fig. 3, I and J) or completely (100 pg; Fig.

3K and table S1). Taken together, our results
suggest that Cxcl12b-Cxcr4a interactions pro-
mote integrin-mediated adhesion to tether the en-
doderm to the mesoderm during gastrulation.

Cell adhesion is a key regulator of gastrula-
tion movements. E-cadherin mediates epiboly
and anterior migration of prechordal mesoderm
(30), integrin-aB allows mesendodermal cells to

Fig. 3. FN-integrin–mediated cell adhesion restricts anterior migration of endoderm. (A and B) Whole-
mount in situ hybridizations for foxa2, 8 hpf; lateral view, dorsal (right). foxa2+ cells move anteriorly in
RGD-treated embryos. (C and D) Tg(gutGFP)s854, 56 hpf; liver (L) and pancreas (P) duplications (as-
terisks) in RGD-treated embryos. (E) Reduced adhesion of cxcr4a morphant endoderm to a FN1-coated
surface, and rescue by itgb1b overexpression (P = 0.003 and 0.0003, respectively). (F to K) foxa2, 30
hpf; dorsal views, anterior to the top, showing expression in pharyngeal endoderm (pe), floor plate
(asterisk), and intestinal rod (ir, arrowhead), which bifurcates in morphants (white arrows). Injection of
50 pg (I), 75 pg (J), and 100 pg (K) of itgb1b mRNA rescues the intestine partially [arrowheads, (I) and
(J)] or completely [arrowhead, (K)].

Fig. 4. A chemokine-mediated
tether model for endodermal mor-
phogenesis. Diagrams of a wild-type
(WT) gastrula at 6, 8, and 10 hpf,
and cxcl12b/cxcr4a morphants or
RGD-treated (MO/RGD) embryos,
lateral view, animal pole (top),
dorsal (right). Endoderm, blue;meso-
derm, red. Arrows: epiboly (1), invo-
lution (2), convergent extension (3),
and anterior migration (4). (A) At
onset of gastrulation, cxcl12b+meso-
derm tethers cxcr4a+ endoderm,
which coordinates mesendoderm mi-
gration. (B and C) By the end of
gastrulation, midline convergence
clears ventral cells. (D) In morphants
or RGD-treated embryos, endoderm
released from this tether migrates
anteriorly. (E and F) Displaced endo-
derm in anterior and ventral posi-
tions does not reach the midline
[ectopic ventral blue dots in (F)],
leading to organ duplication. En-
larged cells at center depict a molec-
ular model in which Cxcl12b from
mesoderm signals through Cxcr4a in
endoderm to up-regulate itgb1b ex-
pression, which binds FN1 in the mesodermal extracellular matrix.
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crawl on FN along the blastocoel roof (31), and
fn1 controls migration of myocardial progenitors
toward the midline (26, 32)—a process that also
requires another chemokine, apelin (33, 34).
However, gut defects have generally been in-
terpreted as secondary to defects in mesoderm
migration. In contrast, our studies reveal an earlier
requirement for ECM-integrin interactions di-
rectly in endoderm migration.

We have shown that endoderm migration
toward the anterior is genetically separable from
other gastrulationmovements (35).Wepropose that
chemokine-dependent expression of integrin tethers
the endoderm to themesoderm, and that loss of this
tether releases the endoderm to move anteriorly
(Fig. 4); a secondary result is viscera bifida, because
endodermal cells on either side [presumably
containing organ progenitors (8)] have farther to
converge dorsally and do not reach the midline in
time to fuse. Viscera bifida–like syndromes in
humans, including intestinal cysts and ectopic
pancreatic or liver tissue, are relatively common
and are not associated with spina bifida (ectoderm)
(36), and defects in theCXCL12-CXCR4 signaling
pathway may be an underlying cause.

For zebrafish endodermal cells, regulation of
migration by controlling adhesion reconciles the
recent observation that involuted endodermal cells
initially move via a “random walk” rather than
the directed migration displayed by the meso-
derm (37). Classically, chemokines are cyto-

kines that induce chemotaxis in responding
cells; CXCL12-CXCR4 interactions control
homing of hematopoietic stem cells to the bone
marrow, as well as migration of germ cells,
neuronal progenitors, and several metastatic can-
cers (15–18, 27). In some of these cases, how-
ever, there is evidence for a system more like the
tether described here, where receptor-expressing
cells are confined to a territory defined by ligand-
expressing cells. Thus, chemokine-dependent
changes in adhesion to the ECM may influence
cell migration rates and directionality in many
developmental and disease contexts.
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Molecular Architecture of the
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and Transduction Hub
Jon Marles-Wright,1* Tim Grant,2* Olivier Delumeau,1† Gijs van Duinen,2‡ Susan J. Firbank,1
Peter J. Lewis,3 James W. Murray,1§ Joseph A. Newman,1 Maureen B. Quin,1 Paul R. Race,1
Alexis Rohou,2 Willem Tichelaar,2∥ Marin van Heel,2¶ Richard J. Lewis1¶

A commonly used strategy by microorganisms to survive multiple stresses involves a signal
transduction cascade that increases the expression of stress-responsive genes. Stress signals can be
integrated by a multiprotein signaling hub that responds to various signals to effect a single outcome.
We obtained a medium-resolution cryo–electron microscopy reconstruction of the 1.8-megadalton
“stressosome” from Bacillus subtilis. Fitting known crystal structures of components into this
reconstruction gave a pseudoatomic structure, which had a virus capsid–like core with sensory
extensions. We suggest that the different sensory extensions respond to different signals, whereas the
conserved domains in the core integrate the varied signals. The architecture of the stressosome provides
the potential for cooperativity, suggesting that the response could be tuned dependent on the
magnitude of chemophysical insult.

Microorganisms experiencing a fluctuat-
ing environment commonly exhibit a
short-lived, reversible response that al-

lows survival and recovery of the cell (1). InGram-
positive bacteria such as Bacillus subtilis, one
such signaling cascade ultimately leads to the
activation of the general stress sigma factor, sB

(fig. S1), and enhanced transcription of its large
regulon to provide a global response to the im-

posed stress (2, 3). The stressosome is the signal-
ing hub that integrates multiple physical stress
signals (4–7) and orchestrates a single signaling
outcome: the activation ofsB. The stressosome is
found in many microbial phyla, including rep-
resentatives of theMethanomicrobiales branch of
the Euryarchaea and, within Bacteria, the Pro-
teobacteria, the Firmicutes, the Actinobacteria,
the Cyanobacteria, and the Bacteroides and

Deinococcus groups (8). The downstream chro-
mosomal organization in these organisms points
to the involvement of stressosome orthologs in
regulating aerotaxis, a variety of two-component
signaling systems, and the biosynthesis of sec-
ondary messenger signaling molecules. Thus, the
stressosome appears to have evolved to provide
a common solution to the problem of signal
integration.

In Bacillus, the stressosome is a ~1.8 MD
supramolecular complex comprising multiple
copies of the regulator of sigma B proteins:
RsbS, RsbR, and four paralogs of RsbR (7, 9–13).
The C-terminal domain of RsbR and its paralogs
is conserved and is similar in sequence to RsbS.
By contrast, the N-terminal domains of the RsbR
paralogs show high sequence variability, suggest-
ing that they function as sensors, whereas the
C-terminal domains integrate the various signals.
A third protein, RsbT, interacts with RsbR:RsbS
complexes (9) to transmit integrated environ-
mental signals into the sB activation pathway.
The ability of stressosomes to integrate multiple
inputs to effect a single output represents a de-
parture from the more common one- and two-
component signaling systems in prokaryotes
(14). These systems typically convert a single
signal into a single outcome, usually the tran-
scriptional modulation of small regulons in re-
sponse to specific metabolic changes (15). The
activity of the stressosome can be reconstituted
both in vitro and in vivo by complexes consisting
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crawl on FN along the blastocoel roof (31), and
fn1 controls migration of myocardial progenitors
toward the midline (26, 32)—a process that also
requires another chemokine, apelin (33, 34).
However, gut defects have generally been in-
terpreted as secondary to defects in mesoderm
migration. In contrast, our studies reveal an earlier
requirement for ECM-integrin interactions di-
rectly in endoderm migration.

We have shown that endoderm migration
toward the anterior is genetically separable from
other gastrulationmovements (35).Wepropose that
chemokine-dependent expression of integrin tethers
the endoderm to themesoderm, and that loss of this
tether releases the endoderm to move anteriorly
(Fig. 4); a secondary result is viscera bifida, because
endodermal cells on either side [presumably
containing organ progenitors (8)] have farther to
converge dorsally and do not reach the midline in
time to fuse. Viscera bifida–like syndromes in
humans, including intestinal cysts and ectopic
pancreatic or liver tissue, are relatively common
and are not associated with spina bifida (ectoderm)
(36), and defects in theCXCL12-CXCR4 signaling
pathway may be an underlying cause.

For zebrafish endodermal cells, regulation of
migration by controlling adhesion reconciles the
recent observation that involuted endodermal cells
initially move via a “random walk” rather than
the directed migration displayed by the meso-
derm (37). Classically, chemokines are cyto-

kines that induce chemotaxis in responding
cells; CXCL12-CXCR4 interactions control
homing of hematopoietic stem cells to the bone
marrow, as well as migration of germ cells,
neuronal progenitors, and several metastatic can-
cers (15–18, 27). In some of these cases, how-
ever, there is evidence for a system more like the
tether described here, where receptor-expressing
cells are confined to a territory defined by ligand-
expressing cells. Thus, chemokine-dependent
changes in adhesion to the ECM may influence
cell migration rates and directionality in many
developmental and disease contexts.
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A commonly used strategy by microorganisms to survive multiple stresses involves a signal
transduction cascade that increases the expression of stress-responsive genes. Stress signals can be
integrated by a multiprotein signaling hub that responds to various signals to effect a single outcome.
We obtained a medium-resolution cryo–electron microscopy reconstruction of the 1.8-megadalton
“stressosome” from Bacillus subtilis. Fitting known crystal structures of components into this
reconstruction gave a pseudoatomic structure, which had a virus capsid–like core with sensory
extensions. We suggest that the different sensory extensions respond to different signals, whereas the
conserved domains in the core integrate the varied signals. The architecture of the stressosome provides
the potential for cooperativity, suggesting that the response could be tuned dependent on the
magnitude of chemophysical insult.

Microorganisms experiencing a fluctuat-
ing environment commonly exhibit a
short-lived, reversible response that al-

lows survival and recovery of the cell (1). InGram-
positive bacteria such as Bacillus subtilis, one
such signaling cascade ultimately leads to the
activation of the general stress sigma factor, sB

(fig. S1), and enhanced transcription of its large
regulon to provide a global response to the im-

posed stress (2, 3). The stressosome is the signal-
ing hub that integrates multiple physical stress
signals (4–7) and orchestrates a single signaling
outcome: the activation ofsB. The stressosome is
found in many microbial phyla, including rep-
resentatives of theMethanomicrobiales branch of
the Euryarchaea and, within Bacteria, the Pro-
teobacteria, the Firmicutes, the Actinobacteria,
the Cyanobacteria, and the Bacteroides and

Deinococcus groups (8). The downstream chro-
mosomal organization in these organisms points
to the involvement of stressosome orthologs in
regulating aerotaxis, a variety of two-component
signaling systems, and the biosynthesis of sec-
ondary messenger signaling molecules. Thus, the
stressosome appears to have evolved to provide
a common solution to the problem of signal
integration.

In Bacillus, the stressosome is a ~1.8 MD
supramolecular complex comprising multiple
copies of the regulator of sigma B proteins:
RsbS, RsbR, and four paralogs of RsbR (7, 9–13).
The C-terminal domain of RsbR and its paralogs
is conserved and is similar in sequence to RsbS.
By contrast, the N-terminal domains of the RsbR
paralogs show high sequence variability, suggest-
ing that they function as sensors, whereas the
C-terminal domains integrate the various signals.
A third protein, RsbT, interacts with RsbR:RsbS
complexes (9) to transmit integrated environ-
mental signals into the sB activation pathway.
The ability of stressosomes to integrate multiple
inputs to effect a single output represents a de-
parture from the more common one- and two-
component signaling systems in prokaryotes
(14). These systems typically convert a single
signal into a single outcome, usually the tran-
scriptional modulation of small regulons in re-
sponse to specific metabolic changes (15). The
activity of the stressosome can be reconstituted
both in vitro and in vivo by complexes consisting
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solely of RsbS and RsbR (9, 10, 16–19); thus, to
gain insight into the organization of the stresso-
some, we have determined by single-particle
cryo–electron microscopy (EM) reconstruction
the three-dimensional structures of the complex
of the C-terminal domain of RsbR with RsbS
(RsbR146-274:RsbS), the RsbR:RsbS binary com-
plex, and the ternary RsbR:RsbS:RsbT complex
to 6.5, 8.0, and 8.3 Å, respectively (20).

We first generated a stressosome core struc-
ture from RsbR146-274:RsbS. The reconstruction
reveals that the core of the complex, with a radius
of 90 Å, displays an approximate icosahedral

symmetry (Fig. 1A and fig. S2A), though it is an
order of magnitude smaller than that of most
icosahedral viruses.We then investigated stresso-
somes comprising full-length RsbR with RsbS
(RsbR:RsbS). This structure displays an unusual
mixed symmetry with the same pseudo-icosahedral
symmetric core supporting 20 protruding “tur-
rets.” The arrangement of RsbR N-terminal do-
mains is consistent only with D2 point-group
symmetry (Fig. 1B and fig. S2B). The mismatch
of symmetry, though unusual, has been observed
previously in the packaging of nucleic acid portal
translocases at the vertices of icosahedral bacterio-
phages (21) and in multicomponent proteasome-
type complexes (22). The radius of the RsbR:RsbS
complex is 150Å; the increase of 60Å is due to the
presence of the N-terminal domains of RsbR that
form the turrets that protrude from the core. Finally,
we solved the structure of the RsbR:RsbS:RsbT
complex. In the absence of environmental stress,
theRsbTkinase is believed to be sequestered by the
stressosome (9) and in our reconstruction, electron
density corresponding to RsbT is located above
the core RsbS regions, thus occupying spaces
between the sensory turrets (Fig. 1C and fig. S2C).

These medium-resolution stressosome re-
constructions can be interpreted at higher resolu-
tion from the known structures of N-RsbR (19),
the RsbT homolog SpoIIAB (23), and the RsbS
ortholog fromMoorella thermoacetica (MtRsbS),

whichwe have determined by x-ray crystallography
and present here (20) (table S1). The RsbR146-274:
RsbS stressosome core can be constructed with
icosahedral symmetry operators to build the en-
tire 60-chain structure after fitting a single MtRsbS
molecule in the molecular envelope of the cryo-
EM reconstruction (Figs. 1A and 2A). In the
structure, the 20 projections were fitted with the
dimeric N-RsbR domain (thus, there are 40 copies
of RsbR) and corresponding regions of the core
assigned as the C terminus of RsbR (Fig. 1B). The
N-terminal domains of RsbR are found at two of
the three positions at each three-fold and thus obey
D2 point-group symmetry. This fitting enabled
us to discriminate between RsbR and RsbS STAS
(sulfate transporter and anti-sigma factor) domains
in the RsbR146-274:RsbS stressosome core (Fig.
1A), assuming that the coexpressed RsbR146-274:
RsbS and RsbR:RsbS complexes assemble iden-
tically. To complete the interpretation of the RsbR:
RsbS:RsbT reconstruction, we positioned a copy
of the RsbT homolog and fitted it in density above
each of the 20 copies of RsbS (Fig. 2B). The
density corresponding to the N-RsbR domains in
Fig. 1, B and C, appears different. However, these
domains are relatively flexible in comparison to
the rigid core, and their positions may be affected
by the presence of RsbT in the ternary complex.

The RsbR and RsbSC-terminal helices project
into an area of density at the two-fold axis of the

1Institute for Cell and Molecular Biosciences, Newcastle Uni-
versity, Newcastle-upon-Tyne NE2 4HH, UK. 2Faculty of Natural
Sciences, Division of Molecular Biosciences, Imperial College
London, London SW7 2AZ, UK. 3School of Environmental and
Life Sciences, University of Newcastle, Collaghan, Newcastle,
NSW 2308, Australia.

*These authors contributed equally to this work.
†Present address: Laboratoire de Génétique Microbienne,
Domaine de Vilvert, Institut de la Recherche Agronomique
INRA, 78350 Jouy-en-Josas, France.
‡Present address: FEI Europe, Achtseweg Noord 5, 5651
GG Eindhoven, Netherlands.
§Present address: Faculty of Natural Sciences, Division of
Molecular Biosciences, Imperial College London, London
SW7 2AZ, UK.
∥Present address: European Molecular Biology Laboratory,
Meyerhofstrasse 1, 69117 Heidelberg, Germany.
¶To whom correspondence should be addressed. E-mail:
r.lewis@ncl.ac.uk and m.vanheel@imperial.ac.uk

Fig. 1. Cryo-EM
envelopes of stresso-
some structures. The
cryo-EM envelopes
of the three stresso-
some reconstructions
shown in surface rep-
resentation. (A) The
final experimental EM-
derived icosahedral
molecular envelope of
the RsbR146-274:RsbS
core is shown in ste-
reo as a gold semi-
transparent surface,
with the map con-
toured at 3.0s, and the STAS domains of RsbR (blue) and RsbS (red) that constitute the
scaffold of the stressosome are shown as ribbons. The resolution of this icosahedral
reconstruction, by the Fourier shell correlation (FSC), ½-bit criterion, is 6.5 Å. (B) The
RsbR:RsbS stressosome and (C) the RsbR:RsbS:RsbT stressosome ternary complex. To
demonstrate clearly the detail in the structure, composite maps were generated where the
core and peripheral regions were filtered to their FSC resolutions, contoured at 3s and
1.5s, respectively, and then recombined. In both panels, the N-terminal domains of RsbR
are colored yellow and the stressosome core, comprising STAS domains from RsbS and
RsbR, is colored blue. The density that corresponds to RsbT in (C) is colored purple. (D)
“Bean” models showing the arrangements of subunits in the stressosome with an
icosahedral mesh of 150 Å diameter. (Top) RsbR146-274:RsbS, with RsbR shown in blue
and RsbS in red; (middle) RsbR:RsbS, with the N-terminal domains of RsbR shown in
yellow; and (bottom) RsbR:RsbS:RsbT, with RsbT shown in purple.
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core of the stressosome that may act as a pivot to
propagate the structural changes that are brought
about by the activation of the N-terminal signal-
ing domains in the stressosome. The domains in
the stressosome are arranged such that the serine
and threonine residues in RsbR (Thr171 and Thr205)
and RsbS (Ser59), which are phosphorylated by
RsbT (24, 25), are solvent accessible.Upon receipt
of a stress signal, RsbT phosphorylates the stresso-
some and then disassociates to activate its alter-
native binding partner, the phosphatase RsbU
(9, 26, 27); this stimulation is a prerequisite of sB

activation (17) (fig. S1). Each of the 20 copies of
RsbS, in the RsbR:RsbS:RsbT structure, is in
close proximity to a copy of RsbT such that the
adenosine 5´-triphosphate (ATP) lid of RsbT is
positioned above Ser59 of RsbS, poised to cata-
lyze phosphoryl transfer (Figs. 1C and 2B). In
our structures, the phosphorylatable residues in
RsbR are sterically hindered from forming a
stable interaction with RsbT, indicating that some
movements must occur in the stressosome to
phosphorylate RsbR.

To link our structural studies of the stresso-
some with the cell biology of Bacillus, we have
visualized stressosome formation using immu-
nofluorescence and assessed sB activation in
vivo with a reporter gene fusion. Using RsbR-
specific antibodies, we determined the location
and distribution of the complexes in live cells,
before and after the imposition of stress. In cells
that had not been subjected to environmental
stress, ~20 bright foci per cell were observed in
the cytoplasm directly adjacent to the nucleoids
(Fig. 3, A and B). Each focus is predicted to cor-
respond to a single stressosome. These foci main-
tained the same subcellular localization pattern
over a 120-min period after induction of envi-
ronmental stress. Thus, stressosomes are highly
robust complexes that exist before stress induc-
tion and do not dissociate after their activation by
RsbT-dependent phosphorylation. This is illus-
trated in Fig. 3C, which shows cells 20 min after
stress induction when sB activity is maximal
(6, 10, 13, 26–28). No foci are seen in an rsbR-
null mutant strain of B. subtilis, BSK5 (Fig. 3, D
and E), the construction of which does not affect
the expression of the downstream gene products
in the rsb operon (29). Hence, the number of
foci per cell is consistent with the cellular concen-
tration of the Rsb proteins (13, 28), given the
multimeric organization of the stressosome. The
distribution of the stressosomes throughout the cell
is compatible with the requirement of the cell to
sample its entire environment for physical insults.

The sequestration of multiple copies of RsbT
by the stressosome suggests a mechanism of
activation whereby the release of a single RsbT
molecule reduces the affinity of neighboring ones
so that multiple copies of RsbT are released in a
cooperative manner. We used a sB-dependent
ctc-lacZ reporter gene fusion to quantify sB ac-
tivity as a function of the concentration of etha-
nol and NaCl. Both these stimuli induce the sB

response and represent independent agonists of

the sB pathway that are likely to enter the cell by
different routes. The sB response in these two
experiments was sigmoidal (Fig. 4, A and B),
indicating that the response to environmental
stress is complex and cooperative in at least one
point in the sB pathway. The multisubunit stresso-
some is a logical point where the cooperative
stage of the response, the release of RsbT by the
stressosome, could commence. By contrast, when
azide was used to induce the nutritional stress sB

pathway, which is independent of the stresso-
some, the sB response was hyperbolic (Fig. 4C),
confirming that the sigmoidal effect we observed
is specific to the environmental stress signaling
pathway. Presumably, the stressosome oligomer
has evolved to provide cooperativity because
small, diffusible complexes containing RsbT and
its antagonist would provide a less finely con-
trolled response to physical stress.

The structures presented are consistent with
biochemical, biophysical, and cell biology data.
The calculated mass of the RsbR:RsbS complex
is 1.5 MD, consistent with measurements made
by sedimentation velocity (9).WhenRsbTis bound,

the mass of the stressosome increases to 1.8 MD.
The distance between the end of the N-terminal do-
main of RsbR and the beginning of the C-terminal
domain of RsbR is 30 Å, consistent with a 13-
residue a-helical linker between the two domains
that is absent in the crystallographic models;
this structure is modeled in Fig. 2C. Small dif-
ferences that are seen between the turrets in the
RsbR:RsbS and RsbR:RsbS:RsbT maps are due
to the inherent flexibility of the structures. That
RsbT is bound above RsbS agrees with the
knowledge that RsbT phosphorylates RsbS, in
the RsbR:RsbS complex, more rapidly than it
phosphorylates RsbR in vitro (9). The requirement
for the correct interaction between RsbS and RsbT
is crucial for signaling the stress response; rsbS-
null mutant strains exhibit a small-cell phenotype
indicative of severely compromised growth, and
the mutation of Ser59 to Asp in RsbS—which
mimics phosphorylation—is lethal, presumably
as a result of constitutive sB activity (16). Point
mutations in rsbS that also give rise to increased
sB activity (17) map to regions involved in RsbT
binding in our RsbR:RsbS:RsbTmodel (Fig. 2B).

Fig. 2. The quasi-atomic structure
of the stressosome. (A) Two orthog-
onal views of the secondary-structure
fit of a single RsbS STAS domain in
the icosahedral reconstruction of
the RsbR146-274:RsbS. (Top) The
electron density map contoured at
3.0s (to emphasize a helices); (bot-
tom) the map shown as a semi-
transparent surface with RsbS fitted
and shown as a cartoon continuously
color-ramped from N terminus
(blue) to C terminus (red). The ex-
perimental map is displayed as a
semitransparent surface at 3.0s (to
emphasize the a helices). (B) Or-
thogonal views of the interactions
between RsbS (red) and RsbT (cyan)
in the stressosome. (Left) The final
RsbR:RsbS:RsbT EM envelope is
shown as a semitransparent surface
contoured at 1.5s. (Right) A view of
a single molecule of RsbT poised
above a single copy of RsbS to cat-
alyze phosphorylation of Ser59 (ma-
genta spheres) on receipt of stress.
The residues known to be affected
in the binding of RsbT to RsbS, or
that are defective in signaling, are
shown as spheres and colored
green in RsbS and orange in RsbT
(29). The peptide backbone of the
ATP lid in RsbT is colored yellow. (C)
Cartoon views of the sensory exten-
sions of RsbR (blue) in the RsbR:RsbS
complex that protrude from the core
of the stressosome. The models for
the N-terminal globin domain and
C-terminal STAS domains are shown
with an idealized helix illustrating the neck region (shown in cyan). Mutations that affect the activity of
RsbR are shown as spheres and colored green, and phosphorylatable threonine residues are shown as red
spheres (17, 19). The experimental map is shown as a semitransparent surface at 1.5s.

3 OCTOBER 2008 VOL 322 SCIENCE www.sciencemag.org94

REPORTS

 o
n 

O
ct

ob
er

 2
, 2

00
8 

ww
w.

sc
ie

nc
em

ag
.o

rg
Do

wn
lo

ad
ed

 fr
om

 

http://www.sciencemag.org


In addition, mutations in RsbT that abrogate bind-
ing to RsbR:RsbS complexes are concentrated at
the RsbT interface to RsbS (30, 31). Thus, the
structural model of the RsbR:RsbS:RsbTcomplex
provides a molecular explanation of all the pheno-
types of stress-associated mutants described pre-
viously (16, 17, 30, 31).

Our results suggest a model for stressosome
activation. Although no activating signal is
known for RsbR, structures of the N-terminal
domain of the light-responsive RsbR paralog
YtvA have been reported recently (32). These
show that upon activation by light, there are
movements of helices at the C-terminal end of
this domain, analogous to that of N-RsbR. This
movement, in the context of the stressosome

ternary complex that we describe, could allow
transmission of the stress signals to RsbT, re-
sulting in conformational changes to allow the
phosphorylation of RsbS and RsbR by RsbT.
Potentially, activation of the sensory domains is
communicated to the stressosome core domains
and is propagated via the C-terminal helices of
the N-terminal domains to neighboring chains to
allow optimal positioning of RsbT at the RsbS
phosphorylation site. Phosphorylation ensues,
RsbT is released to activate RsbU, and hence
the large sB regulon is transcribed to protect the
cell from the imposed stress. That the N-terminal
domains of RsbR are not in direct contact with
RsbT indicates that the stressosome is a dynamic
complex. Other structures are required to fully

elucidate all steps in the pathway leading to
activation of the stressosome and to determine
the precise role of the phosphorylation of RsbR
(9, 10, 33). The structure of the stressosome
reveals that the sensory domains are, however,
ideally located to interact with trigger cues that
range in size from photons of ultraviolet light to
macromolecules. The sequestration of multiple
copies of RsbT in a single structure, until the ar-
rival of a single stress signal, may allow allosteric
control over the activation of sB.
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Internally Generated Reactivation
of Single Neurons in Human
Hippocampus During Free Recall
Hagar Gelbard-Sagiv,1 Roy Mukamel,2 Michal Harel,1 Rafael Malach,1 Itzhak Fried2,3*
The emergence of memory, a trace of things past, into human consciousness is one of the greatest
mysteries of the human mind. Whereas the neuronal basis of recognition memory can be probed
experimentally in human and nonhuman primates, the study of free recall requires that the mind declare
the occurrence of a recalled memory (an event intrinsic to the organism and invisible to an observer).
Here, we report the activity of single neurons in the human hippocampus and surrounding areas when
subjects first view cinematic episodes consisting of audiovisual sequences and again later when they freely
recall these episodes. A subset of these neurons exhibited selective firing, which often persisted
throughout and following specific episodes for as long as 12 seconds. Verbal reports of memories of these
specific episodes at the time of free recall were preceded by selective reactivation of the same
hippocampal and entorhinal cortex neurons. We suggest that this reactivation is an internally generated
neuronal correlate for the subjective experience of spontaneous emergence of human recollection.

The human hippocampus and its asso-
ciated structures in the medial temporal
lobe (MTL) transform present experience

into future conscious recollections (1–4). Hu-
man MTL neurons respond in a highly specific
manner to complex stimulus features (5), to
complex stimulus categories (5, 6), to individual

persons or landmarks (7–9), and to previously
seen and novel stimuli (5, 10, 11). These re-
sponses have been demonstrated for stationary
stimuli and are usually brief, often lasting be-
tween 300 and 600ms following stimulus onset,
and rarely persist beyond 1 to 2 s (8). However,
the human experience is seldom that of stationary

stimuli; rather, we live and operate in a constantly
changing environment. In this environment, we
encounter complex stimuli constituting episodes,
series of variant multimodal representations linked
in temporal succession. It is such temporally se-
quenced information that is processed by the
humanMTL (12, 13) and later becomes available
for conscious recollection. For this reason, we set
out to examine how neurons in the MTL respond
to cinematic sequences depicting specific episodes,
and, later, when these episodes spontaneously
come to mind in the absence of external stimuli,
in a free-recall situation that can be reported by
individual subjects.

Subjects were patients with pharmacologically
intractable epilepsy implanted with depth elec-
trodes to localize the focus of seizure onset.
For each patient, the placement of the depth
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64239, Israel.
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Fig. 1. A single-unit in the right entorhinal cortex was activated during viewing
and recall of an episode from the TV series The Simpsons. (A) Cell responses to a
selection of 48 different episodes (movie clips) presented to the patient in three
different viewing sessions (parts 1 to 3). For each clip, the corresponding raster plots
(six trials, order of trials is from top to bottom) and post–stimulus time histogram
(500-ms bins) are given. Vertical dashed lines indicate clip onset and offset (5 s
apart); 5-s blank periods were presented occasionally within groups of successive
clips and were used to calculate the baseline firing rate, denoted by a gray
horizontal line. Red boxes indicate sustained responses. (B) Trial-by-trial response of
the neuron. Order of clips is for the purpose of illustration; more intervening clips
separated successive Simpsons clips in the actual experiment. Spike raster plot and

instantaneous firing rate (spike train convolved with a Gaussian of the full width
at half maximum of 1200ms) are displayed together. (C) Free-recall session that
followed the third viewing session (part 3). (Bottom) Sound amplitude of patient
voice; (top) a spike raster plot and instantaneous firing rate; gray dashed line
denotes the average firing rate during the recall session + 3 SD; numbered dots
denote onset time of verbal report of recall events, corresponding to clip numbers
in (A). Note the distinct elevation of firing rate just before the patient reported the
recall of the Simpsons clip (red arrow). (D) A 50-s window around the Simpsons
recall event [blue area in (C)]. Patient’s words are below the bottom panel. Note
that the cell's firing rate rose significantly above baseline 1500ms before onset of
verbal report of the Simpsons clip and returned to baseline after more than 10 s.
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Internally Generated Reactivation
of Single Neurons in Human
Hippocampus During Free Recall
Hagar Gelbard-Sagiv,1 Roy Mukamel,2 Michal Harel,1 Rafael Malach,1 Itzhak Fried2,3*
The emergence of memory, a trace of things past, into human consciousness is one of the greatest
mysteries of the human mind. Whereas the neuronal basis of recognition memory can be probed
experimentally in human and nonhuman primates, the study of free recall requires that the mind declare
the occurrence of a recalled memory (an event intrinsic to the organism and invisible to an observer).
Here, we report the activity of single neurons in the human hippocampus and surrounding areas when
subjects first view cinematic episodes consisting of audiovisual sequences and again later when they freely
recall these episodes. A subset of these neurons exhibited selective firing, which often persisted
throughout and following specific episodes for as long as 12 seconds. Verbal reports of memories of these
specific episodes at the time of free recall were preceded by selective reactivation of the same
hippocampal and entorhinal cortex neurons. We suggest that this reactivation is an internally generated
neuronal correlate for the subjective experience of spontaneous emergence of human recollection.

The human hippocampus and its asso-
ciated structures in the medial temporal
lobe (MTL) transform present experience

into future conscious recollections (1–4). Hu-
man MTL neurons respond in a highly specific
manner to complex stimulus features (5), to
complex stimulus categories (5, 6), to individual

persons or landmarks (7–9), and to previously
seen and novel stimuli (5, 10, 11). These re-
sponses have been demonstrated for stationary
stimuli and are usually brief, often lasting be-
tween 300 and 600ms following stimulus onset,
and rarely persist beyond 1 to 2 s (8). However,
the human experience is seldom that of stationary

stimuli; rather, we live and operate in a constantly
changing environment. In this environment, we
encounter complex stimuli constituting episodes,
series of variant multimodal representations linked
in temporal succession. It is such temporally se-
quenced information that is processed by the
humanMTL (12, 13) and later becomes available
for conscious recollection. For this reason, we set
out to examine how neurons in the MTL respond
to cinematic sequences depicting specific episodes,
and, later, when these episodes spontaneously
come to mind in the absence of external stimuli,
in a free-recall situation that can be reported by
individual subjects.

Subjects were patients with pharmacologically
intractable epilepsy implanted with depth elec-
trodes to localize the focus of seizure onset.
For each patient, the placement of the depth

1Department of Neurobiology, Weizmann Institute of
Science, Rehovot, 76100, Israel. 2Department of Neuro-
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Fig. 1. A single-unit in the right entorhinal cortex was activated during viewing
and recall of an episode from the TV series The Simpsons. (A) Cell responses to a
selection of 48 different episodes (movie clips) presented to the patient in three
different viewing sessions (parts 1 to 3). For each clip, the corresponding raster plots
(six trials, order of trials is from top to bottom) and post–stimulus time histogram
(500-ms bins) are given. Vertical dashed lines indicate clip onset and offset (5 s
apart); 5-s blank periods were presented occasionally within groups of successive
clips and were used to calculate the baseline firing rate, denoted by a gray
horizontal line. Red boxes indicate sustained responses. (B) Trial-by-trial response of
the neuron. Order of clips is for the purpose of illustration; more intervening clips
separated successive Simpsons clips in the actual experiment. Spike raster plot and

instantaneous firing rate (spike train convolved with a Gaussian of the full width
at half maximum of 1200ms) are displayed together. (C) Free-recall session that
followed the third viewing session (part 3). (Bottom) Sound amplitude of patient
voice; (top) a spike raster plot and instantaneous firing rate; gray dashed line
denotes the average firing rate during the recall session + 3 SD; numbered dots
denote onset time of verbal report of recall events, corresponding to clip numbers
in (A). Note the distinct elevation of firing rate just before the patient reported the
recall of the Simpsons clip (red arrow). (D) A 50-s window around the Simpsons
recall event [blue area in (C)]. Patient’s words are below the bottom panel. Note
that the cell's firing rate rose significantly above baseline 1500ms before onset of
verbal report of the Simpsons clip and returned to baseline after more than 10 s.
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Fig. 2. A single-unit in the left anterior hippocampus is activated during view-
ing and recall of an episode (conventions as in Fig. 1). (A and B) Note the
sustained elevation of firing rate during the episode depicting actor Tom Cruise
during an interview on theOprahWinfrey Show (red box). Note also the transient

responses to various clips (green boxes). (C and D) Free-recall session that fol-
lowed the first viewing session (part 1). Note that the burst of spikes that accom-
panied the recall of the Tom Cruise clip began 1500 ms before onset of verbal
report (“Tom Cruise… on Oprah”). Blue words indicate experimenter’s speech.
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electrodes was determined exclusively by clinical
criteria (14, 15). Patients first participated in a
viewing session in which they viewed a series of
audiovisual clips lasting 5 to 10 s each. Each clip
depicted an “episode” featuring famous people,
characters, or animals engaged in activity, or land-
marks described from various views, and was
presented 5 to 10 times in a pseudorandomized
order (15). After the viewing session, patients per-
formed an intervening task (1 to 5 min) (15), after
which they were asked to freely recall the clips
they had seen and to verbally report immediately
when a specific clip “came to mind” (free-recall
session). Patients spontaneously recalled a mean
of 83.2% (T5% SEM) of the clips presented.

Thirteen patients participated in a total of 43
viewing and recall sessions. We recorded from a
total of 857 units (441 single units and 416 multi
units) (15) in the MTL and the medial frontal
cortex (table S1). A unit was considered respon-
sive to a specific clip if it showed a consistent
elevated pattern of firing in all trials of that clip.
Overall, the majority of recorded neurons, 475
units (54.9%), showed a significant response to
one or more of the clips, i.e., consistently in-
creased firing rate in at least one 500-ms segment

of clip presentation (15). There were no differ-
ences in proportion of responsive units among
the various regions sampled in this study [P >
0.05, c2(5) = 7.6] (table S1). Of the responsive
units, 46 (9.7%) showed a sustained response to
at least one clip, i.e., a significant elevation of
firing rate through most of the clip duration (al-
though not necessarily at a fixed level) (15). Of
these 46 cells, 44 were in MTL and only 2 in
medial frontal lobe [P < 0.03, c2(1) = 5.2] (table
S1, fig. S1). Twenty of these cells maintained their
elevated firing rate at least 1 s beyond clip offset,
and in some cases, up to 5 s beyond clip offset.
Responses observed were as long as 12 s and were
usually attenuated only by the onset of the next clip.

For example, a single unit in the right entorhinal
cortex of a patient, presented with a selection of
48 different clips, responded in a sustained manner
to an episode from the animated television (TV)
series The Simpsons (Fig. 1A). Each time this clip
was shown, the firing rate was elevated to an av-
erage of 15.57Hz, comparedwith 2.11 and 2.23Hz
during other clips and blank periods, respectively
(P < 10−9, two-sample t test). The response per-
sisted for the entire 5-s duration of the clip, con-
tinued in some of the trials up to 5 s after clip

offset, and appeared to be silenced only by the
onset of a different clip (Fig. 1B and movie S1a).

The neuron did not respond exclusively to
this Simpsons episode. Even within the limited
selection of 48 clips, there was a considerably
weaker, yet significant, response to another clip,
an episode from the TV situational comedy
(sitcom) Seinfeld. Of the 46 units with sustained
responses, a unit responded in a sustained man-
ner to an average of 1.4 T 0.1 SEM clips (or an
average of 5.7% T 0.5 SEM of clips presented).
For another example, see fig. S2.

In a second example, a neuron in left anterior
hippocampus responded with elevated firing rate
throughout a single clip from a choice of 48 clips—
that of the actor Tom Cruise during an interview
(Fig. 2, A and B, and movie S2a). Note that this
cell also exhibited shorter, transient (15) neuronal
responses to other clips, i.e., consistent elevation of
firing rate above baseline only during particular seg-
ments of the clip (green boxes in Fig. 2A), possibly
reflecting the preference of the cell to a specific
feature of the clip or to an episode within the clip.
Additional examples are shown in figs. S3 and S4.
Overall, responsive units significantly responded in
a sustained or transient manner to an average of

Fig. 3. Average FR ratio
histograms during viewing
and during free recall. (A)
(Top) Ratio of firing rate
during viewing of clips to
baseline firing rate is aver-
aged across all responsive
hippocampal and entorhi-
nal cortex cells (n = 154).
Vertical dashed lines de-
note clip onset and offset.
Cells increased their firing
rate significantly above
baseline during and fol-
lowing viewing of their
preferred clip (15) (red
bars). Note small eleva-
tion before clip onset,
probably attributable to
anticipatory effect. These
cells remained at baseline
firing rate (FR ratio = 1)
during viewing of other
clips (15) (gray bars).
(Bottom) FR ratio during
recall events is averaged
across the same cells from
the top panel. Traces were
aligned on the onset time
of the verbal report of
recall (zero time, vertical
dashed line). Note that
the same cells increased
their firing rate signifi-
cantly above baseline in
the 3 s before onset of
verbal report of their preferred clips (red bars) and maintained this elevated firing
rate in the ensuing 2 s. However, these cells remained at baseline during recall of
clips that did not elicit significant responses during viewing (gray bars). Stars denote
statistical significance of P < 0.05 (t test) (15). (B) Same as (A) but for cells from

anterior cingulate (n = 56). Note that, in contrast to hippocampal and entorhinal
cortex cells, although these cells exhibited selectivity during viewing (top), this
selectivity was notmaintained during free recall (bottom). (C andD) are the same as
(A) but for sustained and transient responses separately.
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17.7% T 0.7 SEM of the clips presented (or 4.0 T
0.2 SEM clips) (fig. S5).

We next examined the neuronal firing at the
time of free recall when no external representation
of the stimulus was present, no external cue was
provided, and no external constraint was placed
on the recall process. We found that the neurons
that responded during viewing of a particular clip
also responded during recall of that clip, with a
robust elevation of firing rate for several seconds
that could be detected during a single recall trial.
This is illustrated for the entorhinal cortex neuron
that responded selectively during viewing of a 5-s
video clip from the cartoon The Simpsons (Fig. 1,
A and B); when all 16 clips were freely recalled,
the maximal firing rate was obtained in conjunc-
tion with recall of The Simpsons episode (Fig. 1C).
The unit's firing rate rose to more than 3 SD above
baseline (15) about 1500 ms before onset of the
verbal report of recall, peaked about 100 ms be-
fore verbal report onset, but returned to baseline
only after 10 s or more (see also movie S1b).
Similar examples are illustrated in Fig. 2 and
movie S2b, and in figures S6 to S10.

This recurrence of selective activity during
recall was not an isolated observation found in a
few neurons, but was also evident when the
population of responsive units was examined as a
whole. We calculated the average ratio of firing
rate during viewing of clips to baseline firing rate
(FR ratio) (15), for all responsive entorhinal
cortex and hippocampal units (Fig. 3A, top). The
FR ratio during viewing of the “preferred clip”
(15) (red bars) is compared with the average FR
ratio across all other clips with nonsignificant
responses in the same viewing session (gray
bars). The composite graph shows a marked
elevation of the ratio following onset of the
preferred clip, during viewing and, notably, also
3 s after clip offset. The FR ratio histogram for
the recall is then shown in the bottom of Fig. 3A,
averaged across the same units with respect to the
onset time of verbal report of recall (15). During
recall of the preferred clip (red), the averaged
firing rate of the neurons increased significantly
above baseline in the 3 s before onset of verbal
report of recall and remained significantly above
baseline in the ensuing 2 s (P < 0.05, Student's t
test) (15). These neurons remained at baseline
firing during recall of clips that did not elicit sig-
nificant responses during viewing (gray). This
recurrence during free recall of the same selective
neuronal responses present during viewing was
found in the population of hippocampal and
entorhinal units but not in medial frontal units
(compare bottom panels of Fig. 3, A and B).
These frontal units exhibited a significant selec-
tive increase in firing rate during viewing, but not
during recall (Fig. 3B, top and bottom, respec-
tively). This episode-specific reactivation phe-
nomenonwas weak in amygdala and absent from
parahippocampal gyrus (fig. S11), but was par-
ticularly striking for hippocampal and entorhinal
neurons with sustained responses (Fig. 3C). We
also noted reactivation of inhibitory responses,

but because of the low baseline firing rate, these
inhibitory responses were evident only at the
population level (fig. S12). This phenomenon was
most prominent in entorhinal cortex cells. For
further details, see supporting online text.

In conclusion, we report here that a subset
of neurons in the human hippocampus and
entorhinal cortex exhibited highly reliable and
specific responses during viewing of video epi-
sodes. These responses persisted throughout an
episode or appeared during specific segments.
The same neurons showed an increased firing
rate again with free conscious recall, before the
verbal report, when the sequence of physical
sensory stimuli was absent and no external cues
were provided. This recurrence during recall of
specific past neuronal activity was not observed
in medial frontal cortex sites. However, it is pos-
sible that top-down early recall signals do orig-
inate in other frontal or temporal lobe regions not
sampled in this study (16–20).

Could the findings reported here be attributed
to the neurological pathology of the patients?
Although these results should be viewed with
caution, such interpretation is unlikely for various
reasons. Epileptic activity is characterized by high-
ly correlated activity in large groups of neigh-
boring neurons. The neuronal responses reported
here were extremely sparse and seen selectively in
individual neurons out of dozens of nonresponsive
neurons that were recorded in their immediate
vicinity. Furthermore, only 27% of the units were
recorded from within the epileptogenic seizure
foci. No significant difference was detected when
these units were excluded from the analysis (see
supporting online text for more details).

The responses to episodes observed here were
often remarkably selective and relatively sparse;
yet it is clear, even by a simple statistical rea-
soning, that these neurons must display selective
responses to multiple other clips that have not
been presented, as only a minute fraction of the
vast set of possible episodes was tested in our
study (9). Whether multiple clips to which a
neuron responds may be related by some abstract
association rule is not clear at present. However,
some intriguing examples in our data suggest that
such rules may exist (see supporting online text
and figs. S2, S9, and S13 to S15). It is also
important to exercise caution in claims as to what
exact aspect of the clips the cell responded to.
The critical point, however, is that the same
selective responses recur during free recall.

Several neuroimaging studies show that brain
activity present during the learning of informa-
tion, as indirectly measured by the BOLD signal,
is reinstated during cued or free recall (21–24),
although spatiotemporal limits of fMRI restrict the
possible conclusions. Selective increases in single-
unit activation during mental imagery of stationary
stimuli have been reported (25). However, unlike
the situation in our study, subjects were cued by an
external, content-specific, sensory stimulus.

The sparse neuronal responses arising from a
very low baseline to robust firing during a spe-

cific episode are reminiscent of the responses of
hippocampal place cells in rodents (26), in which a
cell responds whenever the animal is in a particular
place in the environment. Internally generated re-
play of previous firing sequences by hippocampal
neurons has been reported in rodents, mostly dur-
ing sleep and rest states after locomotion (27–29),
but also during the awake state (30, 31) and at
decision points of a spatial memory task (32),
where it might be predictive of the animal's future
choice (33). However, the relation of such replay
in rodents to recall of past navigation events has
been merely conjectural. Our results from con-
scious human patients, who can spontaneously
declare their memories, now directly link free
recall and neuronal replay in hippocampus and
entorhinal cortex. The hippocampal and entorhinal
machinery used in spatial navigation in rodents
may have been preserved in humans but put to a
more elaborate and abstract use (5, 34–36).
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As the staple food for 35% of the world’s population, wheat is one of the most important crop
species. To date, sequence-based tools to accelerate wheat improvement are lacking.
As part of the international effort to sequence the 17–billion–base-pair hexaploid bread wheat
genome (2n = 6x = 42 chromosomes), we constructed a bacterial artificial chromosome (BAC)–
based integrated physical map of the largest chromosome, 3B, that alone is 995 megabases. A
chromosome-specific BAC library was used to assemble 82% of the chromosome into 1036 contigs
that were anchored with 1443 molecular markers, providing a major resource for genetic and
genomic studies. This physical map establishes a template for the remaining wheat chromosomes
and demonstrates the feasibility of constructing physical maps in large, complex, polyploid
genomes with a chromosome-based approach.

Among plants providing food for humans
and animals, one of the oldest and most
widespread is wheat (Triticum aestivum

L.). Despite its socioeconomic importance and
the challenges that agriculture is facing today
(1), wheat genomics and its application to crop
improvement are lagging behind those of most
other important crops. The wheat genome has
always been viewed as impossible to sequence
because of its large amount of repetitive se-
quences (>80%) and its size of 17 Gb, which is
five times larger than the human genome. The
largest wheat chromosome (3B) alone is more
than twice the size of the entire 370-Mb rice
genome (2), whereas the entire maize genome

(2.6 Gb) is about the size of three wheat chro-
mosomes (table S1). Further complicating the
challenge, bread wheat is a relatively recent hex-
aploid (2n = 6x = 42) containing three homoeol-
ogous A, B, and D genomes of related progenitor
species, meiotic recombination is not distrib-
uted homogeneously along the chromosomes,
and intervarietal polymorphism is very low.

Genome sequencing is the foundation for
understanding the molecular basis of pheno-
typic variation, accelerating breeding, and im-
proving the exploitation of genetic diversity to
develop new crop varieties with increased yield
and improved resistance to biotic and abiotic
stresses. These new varieties will be critical
for meeting the challenges of the 21st century,
such as climatic changes, modifications of diets,
human population growth, and the increased
demand for biofuels. Physical maps are essen-
tial for high-quality sequence assembly re-
gardless of the sequencing strategy used [such
as bacterial artificial chromosome (BAC)–by–
BAC or whole-genome shotgun strategies], and
they will remain pivotal for de novo sequenc-
ing even with the advent of short-read tech-
nologies (3). As the foundation for genome
sequencing, physical maps have been estab-
lished for a dozen plants species so far, includ-
ing cereals such as maize, rice, and sorghum (4–6).
Recently, the development of new genomic re-
sources for analyzing wheat paved the way for

physically mapping and ultimately sequencing
a species for which this was unthinkable a few
years ago.

A physical map with 10-fold coverage of the
17-Gb bread wheat genome would require more
than 1.4 million BAC clones to be finger-
printed, assembled into contigs, and anchored
to genetic maps. Although whole-genome BAC
libraries are available and fingerprinting mil-
lions of BAC clones is technically feasible with
high-information-content fingerprinting (HICF)
(7), assembly to accurately depict individual chro-
mosomes and the anchoring of homoeologous
BAC contigs onto genetic maps remains daunting.
To address these issues, we used a chromosome-
based approach (8) to construct a physical map
of the largest hexaploid wheat chromosome
(3B) and, to compensate for the inherent limits
of the wheat genome (the lack of recombina-
tion and polymorphism), we deployed a combi-
nation of genetic mapping strategies for anchoring
the physical map.

Fingerprinting and contig assembly were per-
formed with BAC clones originating from sorted
3B wheat chromosomes of Chinese Spring (9),
the reference cultivar chosen for genome se-
quencing by the International Wheat Genome
Sequencing Consortium because of its previous
use for cytogenetic studies and the availability
of a set of aneuploid lines (10). 67,968 3B BAC
clones were fingerprinted with a modified (11)
HICF SNaPshot protocol (7), and a total of
56,952 high-quality fingerprints (84%) was ob-
tained. A first automated assembly (11) resulted
in a final build of 1991 contigs with an aver-
age size of 482 kb for a total length of 960 Mb
(table S2). One hundred ninety-seven contigs
were larger than 1 Mb; the largest was 3852 kb
in size. A minimal tiling path (MTP) consisting
of 7440 overlapping BAC clones was defined
for further analyses. After the preliminary auto-
mated assembly, contigs were merged manually
(11), resulting in a final assembly of 1036 contigs
with an average size of 783 kb (table S2) cover-
ing 811 Mb (~82%) of the estimated 995 Mb
(12) constituting chromosome 3B.

Contig assembly was validated through BAC
library screening with markers derived from
BAC-end sequences (BESs) (13) and by genetic
mapping (11). Out of 421 markers derived from
BESs, 369 (88%) correctly identified the BAC
clones belonging to computationally identified
contigs. Conversely, 35 markers originating from
the same contigs mapped to the same genetic
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As the staple food for 35% of the world’s population, wheat is one of the most important crop
species. To date, sequence-based tools to accelerate wheat improvement are lacking.
As part of the international effort to sequence the 17–billion–base-pair hexaploid bread wheat
genome (2n = 6x = 42 chromosomes), we constructed a bacterial artificial chromosome (BAC)–
based integrated physical map of the largest chromosome, 3B, that alone is 995 megabases. A
chromosome-specific BAC library was used to assemble 82% of the chromosome into 1036 contigs
that were anchored with 1443 molecular markers, providing a major resource for genetic and
genomic studies. This physical map establishes a template for the remaining wheat chromosomes
and demonstrates the feasibility of constructing physical maps in large, complex, polyploid
genomes with a chromosome-based approach.

Among plants providing food for humans
and animals, one of the oldest and most
widespread is wheat (Triticum aestivum

L.). Despite its socioeconomic importance and
the challenges that agriculture is facing today
(1), wheat genomics and its application to crop
improvement are lagging behind those of most
other important crops. The wheat genome has
always been viewed as impossible to sequence
because of its large amount of repetitive se-
quences (>80%) and its size of 17 Gb, which is
five times larger than the human genome. The
largest wheat chromosome (3B) alone is more
than twice the size of the entire 370-Mb rice
genome (2), whereas the entire maize genome

(2.6 Gb) is about the size of three wheat chro-
mosomes (table S1). Further complicating the
challenge, bread wheat is a relatively recent hex-
aploid (2n = 6x = 42) containing three homoeol-
ogous A, B, and D genomes of related progenitor
species, meiotic recombination is not distrib-
uted homogeneously along the chromosomes,
and intervarietal polymorphism is very low.

Genome sequencing is the foundation for
understanding the molecular basis of pheno-
typic variation, accelerating breeding, and im-
proving the exploitation of genetic diversity to
develop new crop varieties with increased yield
and improved resistance to biotic and abiotic
stresses. These new varieties will be critical
for meeting the challenges of the 21st century,
such as climatic changes, modifications of diets,
human population growth, and the increased
demand for biofuels. Physical maps are essen-
tial for high-quality sequence assembly re-
gardless of the sequencing strategy used [such
as bacterial artificial chromosome (BAC)–by–
BAC or whole-genome shotgun strategies], and
they will remain pivotal for de novo sequenc-
ing even with the advent of short-read tech-
nologies (3). As the foundation for genome
sequencing, physical maps have been estab-
lished for a dozen plants species so far, includ-
ing cereals such as maize, rice, and sorghum (4–6).
Recently, the development of new genomic re-
sources for analyzing wheat paved the way for

physically mapping and ultimately sequencing
a species for which this was unthinkable a few
years ago.

A physical map with 10-fold coverage of the
17-Gb bread wheat genome would require more
than 1.4 million BAC clones to be finger-
printed, assembled into contigs, and anchored
to genetic maps. Although whole-genome BAC
libraries are available and fingerprinting mil-
lions of BAC clones is technically feasible with
high-information-content fingerprinting (HICF)
(7), assembly to accurately depict individual chro-
mosomes and the anchoring of homoeologous
BAC contigs onto genetic maps remains daunting.
To address these issues, we used a chromosome-
based approach (8) to construct a physical map
of the largest hexaploid wheat chromosome
(3B) and, to compensate for the inherent limits
of the wheat genome (the lack of recombina-
tion and polymorphism), we deployed a combi-
nation of genetic mapping strategies for anchoring
the physical map.

Fingerprinting and contig assembly were per-
formed with BAC clones originating from sorted
3B wheat chromosomes of Chinese Spring (9),
the reference cultivar chosen for genome se-
quencing by the International Wheat Genome
Sequencing Consortium because of its previous
use for cytogenetic studies and the availability
of a set of aneuploid lines (10). 67,968 3B BAC
clones were fingerprinted with a modified (11)
HICF SNaPshot protocol (7), and a total of
56,952 high-quality fingerprints (84%) was ob-
tained. A first automated assembly (11) resulted
in a final build of 1991 contigs with an aver-
age size of 482 kb for a total length of 960 Mb
(table S2). One hundred ninety-seven contigs
were larger than 1 Mb; the largest was 3852 kb
in size. A minimal tiling path (MTP) consisting
of 7440 overlapping BAC clones was defined
for further analyses. After the preliminary auto-
mated assembly, contigs were merged manually
(11), resulting in a final assembly of 1036 contigs
with an average size of 783 kb (table S2) cover-
ing 811 Mb (~82%) of the estimated 995 Mb
(12) constituting chromosome 3B.

Contig assembly was validated through BAC
library screening with markers derived from
BAC-end sequences (BESs) (13) and by genetic
mapping (11). Out of 421 markers derived from
BESs, 369 (88%) correctly identified the BAC
clones belonging to computationally identified
contigs. Conversely, 35 markers originating from
the same contigs mapped to the same genetic
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locus. The wheat genome has a high content
of long terminal repeat retrotransposons (> 67%)
(13) and a large number of tandemly repeated
sequences, which may result in the misassem-
bly of BAC clones. A statistical analysis (11)
indicated that less than 10% of the fragments
were randomly shared between any two non-
overlapping BAC clones. We calculated that
approximately 58% overlap between finger-
prints was required for automated assembly
(fig. S1), and therefore with the high stringency
(Sulston score = le = 75) used for the assembly
(11), the repeated sequences did not affect the
quality of the contig build.

The physical map was anchored with 685
microsatellites [simple sequence repeats (SSRs)],
some of which were designed from the BESs,
as well as expressed sequence tag (EST) markers
(table S3) previously mapped to chromosome
3B (14) and identified on the basis of their
synteny with rice chromosome 1. In total, 291
SSR markers were anchored to 203 contigs rep-
resenting 219 Mb, and 394 ESTs were anchored
to 250 individual contigs representing 283 Mb
(Fig. 1 and table S3). Four hundred seventy-two
additional contigs representing 452 Mb were then
anchored with 711 insertion site–based polymor-
phism (ISBP) markers derived from 19,400 BESs
(13) (Fig. 1 and table S3). We also tested the
multiplexed and genomewide Diversity Ar-
rays Technology (DArT) (15) by hybridizing a
wheat array composed of 5000 DArT markers
with three-dimensional pools of the MTP (11).
Thirty-five DArTs were unambiguously as-
signed and anchored to 25 individual contigs
(19 Mb) (table S3).

In total, 1443 molecular markers were linked
to 680 BAC contigs representing 611 Mb and
75% of the 3B physical map. The longer contigs
were anchored more easily (fig. S2), and more
than 80% of contigs longer than 900 kb were
anchored. Very few contigs (50, <80 Mb) were
anchored with all marker types, and most (463 out
of 680) were anchored by a single marker type
(Fig. 1). This indicates that the different classes
of markers cover different regions of the genome
and should be used in combination to ensure op-
timal representation of the chromosome.

The anchored physical map can expedite
map-based cloning, but its full value is achieved
by determining the relative contig order along
the chromosome and producing an integrated
physical map. To integrate the 3B physical map,
we used deletion mapping [in which the absence
of two genetic sites in the same deletion line (that
is, one of many lines containing small deletions
in specific sites along the chromosome) is a mea-
sure of the maximal distance between them] and
meiotic mapping (in which the relative order of
markers is determined on the basis of recombi-
nation). This combined approach was necessary
because in wheat, the resolution of meiotic map-
ping is limited by both the nonhomogeneous
distribution of recombination events along the
chromosome arms (for example, on chromosome

3B, 42% of the physical map length is repre-
sented by only 2.2% of the genetic map length
in the centromeric regions) and the low level
of polymorphism in the cultivated pool.

Deletion mapping resulted in the integration
of 599 contigs (556 Mb, ~56% of the chromo-
some) in 16 physical intervals along chromosome
3B (table S3). To assess whether our physical
map accurately depicts 3B, we systematically
compared the total size of the contigs present
in the 16 intervals defined by genetic deletions
(so-called deletion bins) with the size of the
genetic deletion as estimated cytologically from
the chromosomes in the corresponding deletion
line stocks (16) (table S3). Coverage within the
bins ranged from 33 to 99%, with an average of
56% (fig. S3). The most terminal bin on the
short arm (bin 3BS3-0.87-1.00) was only 10%
covered and had a smaller average contig size
(630 kb) than other bins (957 kb), suggesting
that the telomeric and heterochromatic region of
the short arm may be underrepresented in our
BAC library.

We tested high-resolution radiation hybrid
(RH) mapping, which relies on lines carrying
specific radiation-induced chromosomal frag-
ments in nonhomoeologous backgrounds (17)
and measures the distance between genetic sites
as the frequency with which they remain togeth-
er after fragmentation. A panel of 184 RH lines
developed for chromosome 3B (11) was tested
with 65 ISBP markers (table S5) and indicated a
resolution of about 263 kb per break. In addi-
tion, with a limited set of critical RH lines, we
were able to order 35 loci (32 contigs) previously
assigned to 3BL7-0.63-1.00 (table S5). We are
in the process of increasing the number of RH
lines for mapping all the contigs along chromo-
some 3B.

Further integration of the 3B physical map
was achieved through meiotic mapping with a
reference genetic map developed from an F2
population (CsRe) derived from a cross between
Chinese Spring (Cs) and the French cultivar Renan
(Re). Because the physical contigs originate from
Chinese Spring, anchoring them to the CsRe
genetic map guarantees high accuracy in order-
ing. Because BAC libraries are available for both
cultivars, this physical map also provides an ef-
ficient platform for single-nucleotide polymor-
phism discovery. To date, 102 SSR and ISBP
markers have been mapped with 376 F2 indi-
viduals of the CsRe population (11). Eighty-nine
of them were anchored to contigs, permitting
the integration of 75 individual contigs (77 Mb)
to the genetic map, of which 80% (60/75) were
ordered. Using the same criteria as the IBM
Neighbors map of maize (18), we also estab-
lished a 3B neighbor map (11) containing 636
SSR, restriction fragment length polymorphism,
sequence tagged site (STS), DArT, and ISBP
markers (table S6). In total, 213 contigs were
anchored on this map, providing 225 Mb of se-
quence information for map-based cloning. A
Gbrowse interface displaying the integrated
chromosome 3B physical map is available at
http://urgi.versailles.inra.fr/projects/Triticum/
eng/index.php.

We also aligned the wheat 3B physical map
against the rice genome using the genic se-
quences (ESTs/STSs) present on the 75 contigs
integrated to the CsRe genetic map (11). Twenty-
seven contigs carried 49 ESTs/STSs with homol-
ogy to 56 orthologous rice genes, including 14
contigs located in the terminal part of the short
arm of chromosome 3B, which is collinear with
rice chromosome 1S (table S7). In this region,
we identified four inversions as well as noncol-

Fig. 1. Relative contribution of ISBP,
EST, and SSR markers for anchor-
ing the 3B physical map. Markers
found in BAC contigs are indicated
in parentheses after the marker type.
The numbers of contigs anchored, as
well as their physical size (in brackets),
are provided for each marker type.
The Venn diagram illustrates the rela-
tive contribution of each marker type,
with the number and total size of
contigs anchored by one or more
types of markers.
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linear genes (Fig. 2). This confirms, with a higher
degree of resolution, rearrangements observed
by deletion mapping between the two most
conserved wheat and rice chromosomes (19)
and suggests that many local rearrangements
have occurred in globally collinear regions since
the divergence of wheat and rice more than 50
million years ago. This result also indicates that
predicting gene order from sequenced genomes
that are not closely related so as to order the
physical maps of other genomes requires great
caution.

To date, less than a dozen wheat genes have
been isolated through map-based cloning. About
40 genes and quantitative trait loci (QTLs) have
been identified on chromosome 3B (http://
wheat.pw.usda.gov/GG2/maps.shtml) and none
have been cloned. Seventeen contigs represent-
ing 16.8 Mb are anchored with markers flanking
or cosegregating with 16 of these genes and
QTLs on our physical map (table S8). With an
average contig size of 783 kb, the chromosome
3B physical map allows one to land on any tar-
get locus, in a single step, provided that recom-
bination is compatible with fine mapping of the
target gene. This has been carried out for the
stem rust resistance gene Sr2 (20) and the QTL
Fhb1 conferring resistance to Fusarium head
blight (21) (table S8). The 3B physical map
also provides the foundation for sequencing
and in-depth studies of the wheat genome com-
position and organization. Sequencing and an-
notation are under way for 13 BAC contigs of
800 kb to 3.2 Mb, originating from different re-
gions of chromosome 3B. These large sequenced
regions will also aid in SSR and ISBP marker
development. Finally, a 15-fold coverage phys-
ical map is under way for future chromosome
3B sequencing, which is envisaged for the near
future.

By establishing a physical map of the largest
wheat chromosome, we demonstrate that the
chromosome-based approach is feasible and
suitable for the construction of the hexaploid
wheat genome physical map. With this physical
map, the structure of agronomically important
target loci can be defined in a single step and
marker development can be accelerated (22),
opening up new possibilities for accessing re-
gions important for yield, disease resistance, and
trait improvement in wheat. An international
collaborative effort is under way now to exploit
this new resource and, using the same strategy,
projects have begun for the 20 remaining chro-
mosomes (table S1; www.ueb.cas.cz/Olomouc1/
LMCC/Resources/resources.html#chrs and www.
wheatgenome.org/projects.php), opening the way
to future sequencing of the wheat genome.

Finally, although chromosome sorting has
so far been applied only to a few other cereals
[barley, durum wheat, and rye (8)], important
legumes (pea and bean), and trees (Norway
spruce) (23), this work exemplifies its broader
potential for other complex nonmodel genomes
heretofore considered impossible to sequence

Fig. 2. Integrated physical map at the telomeric end of chromosome 3BS and colinearity with rice. (A) Genetic
map of wheat chromosome 3B. The blue and yellow sectors represent the two distal deletion bins 3BS3-0.87-1.00
and 3BS8-0.78-0.87, respectively. (B) BAC contigs integrated to the genetic map. The names and sizes of the 27
contigs are displayed in gray boxes, the sizes of which reflect the relative contig sizes. (C) Rice chromosome 1.
Each line represents the relationship between an EST located in a wheat BAC contig and the orthologous rice
gene. The red sectors indicate rearrangements between the two chromosomes. The four red asterisks designate
wheat ESTs for which rice orthologs were found on noncollinear regions or chromosomes other than chromosome
1. The vertical dashed bracket represents a region containing more than 30 kinase-related genes in rice.

www.sciencemag.org SCIENCE VOL 322 3 OCTOBER 2008 103

REPORTS

 o
n 

O
ct

ob
er

 2
, 2

00
8 

ww
w.

sc
ie

nc
em

ag
.o

rg
Do

wn
lo

ad
ed

 fr
om

 

http://www.sciencemag.org


despite their socioeconomic importance. Until
now, the selection of genomes for sequencing
has been determined on the basis of genome
simplicity and not agronomic relevance, with
serious consequences for crop improvement and
food security [for example, by neglecting wheat
or choosing the diploid of cotton, Gossypium
raimondii, to sequence first rather than focus-
ing on the economically important tetraploid
G. hirsutum (24)]. Our work may pave the way
for a major change in how the next genomes
for de novo sequencing are selected, thereby
accelerating improvements in economically im-
portant crop species.
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Current yeast interactome network maps contain several hundred molecular complexes with
limited and somewhat controversial representation of direct binary interactions. We carried out a
comparative quality assessment of current yeast interactome data sets, demonstrating that
high-throughput yeast two-hybrid (Y2H) screening provides high-quality binary interaction
information. Because a large fraction of the yeast binary interactome remains to be mapped, we
developed an empirically controlled mapping framework to produce a “second-generation”
high-quality, high-throughput Y2H data set covering ~20% of all yeast binary interactions. Both
Y2H and affinity purification followed by mass spectrometry (AP/MS) data are of equally high quality
but of a fundamentally different and complementary nature, resulting in networks with different
topological and biological properties. Compared to co-complex interactome models, this binary
map is enriched for transient signaling interactions and intercomplex connections with a
highly significant clustering between essential proteins. Rather than correlating with essentiality,
protein connectivity correlates with genetic pleiotropy.

Acrucial step toward understanding cel-
lular systems properties is mapping net-
works of physical DNA-, RNA-, and

protein-protein interactions, the “interactome
network,” of an organism of interest as com-
pletely and accurately as possible. One approach
consists in systematically testing all pairwise
combinations of predicted proteins to derive
the “binary” interactome. Early attempts at bi-
nary interactome mapping used high-throughput
yeast two-hybrid (Y2H) screening, in which

a protein interaction reconstitutes a transcrip-
tion factor that activates expression of report-
er genes. High-throughput Y2H maps have
been generated for Saccharomyces cerevisiae
(1–3),Caenorhabditis elegans (4–6),Drosophila
melanogaster (7), and humans (8–10). An al-
ternative approach consists in generating “co-
complex” interactome maps, achievable by
high-throughput coaffinity purification followed
by mass spectrometry (AP/MS) to identify pro-
teins bound to tagged baits, as done for Esche-

richia coli (11, 12), S. cerevisiae (13–16), and
humans (17).

To investigate fundamental questions of inter-
actome network structure and function, it is nec-
essary to understand how the size and quality of
currently available maps, including thorough eval-
uation of differences between binary and co-
complex maps, might have affected conclusions
about global and local properties of interactome
networks (18, 19). Here, we address these issues
using the yeast S. cerevisiae as a model system.

First, we compared the quality of existing high-
throughput binary and co-complex data sets to
information obtained from curating low-throughput
experiments described in the literature (Fig. 1A).
For binary interactions, we examined (i) the sub-
set found by Uetz et al. in a proteome-scale all-
by-all screen (“Uetz-screen”), excluding the pairs
found in a focused, potentially biased experiment
involving only 193 baits (“Uetz-array”) (2); and
(ii) the Ito et al. interactions found three times or
more (“Ito-core”), independently from those found
one or two times (“Ito-noncore”), a distinction
recommended by the authors but seldom applied
in the literature (3). For co-complex associations,
we investigated two high-throughput AP/MS data
sets referred to as “Gavin” (15) and “Krogan”
(16). For literature-curated interactions, we con-
sidered only those curated from two ormore publi-
cations (“LC-multiple”) (20), which we judged of
higher quality than those curated from a single
publication.

To experimentally compare the quality of these
data sets, we selected a representative sample of
~200 protein interaction pairs from each one and
tested them by means of two independent inter-
action assays, Y2H and a yellow fluorescent pro-
tein complementation assay (PCA) (21) [Supporting
Online Material (SOM) I]. In PCA, bait and prey
proteins are fused to nonfluorescent fragments of
yellow fluorescent protein that, when brought in
close proximity by interacting proteins, reconstitute
a fluorescent protein in mammalian cells. In con-
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despite their socioeconomic importance. Until
now, the selection of genomes for sequencing
has been determined on the basis of genome
simplicity and not agronomic relevance, with
serious consequences for crop improvement and
food security [for example, by neglecting wheat
or choosing the diploid of cotton, Gossypium
raimondii, to sequence first rather than focus-
ing on the economically important tetraploid
G. hirsutum (24)]. Our work may pave the way
for a major change in how the next genomes
for de novo sequencing are selected, thereby
accelerating improvements in economically im-
portant crop species.
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Current yeast interactome network maps contain several hundred molecular complexes with
limited and somewhat controversial representation of direct binary interactions. We carried out a
comparative quality assessment of current yeast interactome data sets, demonstrating that
high-throughput yeast two-hybrid (Y2H) screening provides high-quality binary interaction
information. Because a large fraction of the yeast binary interactome remains to be mapped, we
developed an empirically controlled mapping framework to produce a “second-generation”
high-quality, high-throughput Y2H data set covering ~20% of all yeast binary interactions. Both
Y2H and affinity purification followed by mass spectrometry (AP/MS) data are of equally high quality
but of a fundamentally different and complementary nature, resulting in networks with different
topological and biological properties. Compared to co-complex interactome models, this binary
map is enriched for transient signaling interactions and intercomplex connections with a
highly significant clustering between essential proteins. Rather than correlating with essentiality,
protein connectivity correlates with genetic pleiotropy.

Acrucial step toward understanding cel-
lular systems properties is mapping net-
works of physical DNA-, RNA-, and

protein-protein interactions, the “interactome
network,” of an organism of interest as com-
pletely and accurately as possible. One approach
consists in systematically testing all pairwise
combinations of predicted proteins to derive
the “binary” interactome. Early attempts at bi-
nary interactome mapping used high-throughput
yeast two-hybrid (Y2H) screening, in which

a protein interaction reconstitutes a transcrip-
tion factor that activates expression of report-
er genes. High-throughput Y2H maps have
been generated for Saccharomyces cerevisiae
(1–3),Caenorhabditis elegans (4–6),Drosophila
melanogaster (7), and humans (8–10). An al-
ternative approach consists in generating “co-
complex” interactome maps, achievable by
high-throughput coaffinity purification followed
by mass spectrometry (AP/MS) to identify pro-
teins bound to tagged baits, as done for Esche-

richia coli (11, 12), S. cerevisiae (13–16), and
humans (17).

To investigate fundamental questions of inter-
actome network structure and function, it is nec-
essary to understand how the size and quality of
currently available maps, including thorough eval-
uation of differences between binary and co-
complex maps, might have affected conclusions
about global and local properties of interactome
networks (18, 19). Here, we address these issues
using the yeast S. cerevisiae as a model system.

First, we compared the quality of existing high-
throughput binary and co-complex data sets to
information obtained from curating low-throughput
experiments described in the literature (Fig. 1A).
For binary interactions, we examined (i) the sub-
set found by Uetz et al. in a proteome-scale all-
by-all screen (“Uetz-screen”), excluding the pairs
found in a focused, potentially biased experiment
involving only 193 baits (“Uetz-array”) (2); and
(ii) the Ito et al. interactions found three times or
more (“Ito-core”), independently from those found
one or two times (“Ito-noncore”), a distinction
recommended by the authors but seldom applied
in the literature (3). For co-complex associations,
we investigated two high-throughput AP/MS data
sets referred to as “Gavin” (15) and “Krogan”
(16). For literature-curated interactions, we con-
sidered only those curated from two ormore publi-
cations (“LC-multiple”) (20), which we judged of
higher quality than those curated from a single
publication.

To experimentally compare the quality of these
data sets, we selected a representative sample of
~200 protein interaction pairs from each one and
tested them by means of two independent inter-
action assays, Y2H and a yellow fluorescent pro-
tein complementation assay (PCA) (21) [Supporting
Online Material (SOM) I]. In PCA, bait and prey
proteins are fused to nonfluorescent fragments of
yellow fluorescent protein that, when brought in
close proximity by interacting proteins, reconstitute
a fluorescent protein in mammalian cells. In con-
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trast, reconstitution of a transcription factor in Y2H
experiments takes place in the nucleus of yeast
cells. In terms of assay designs, Y2H and PCA can
be considered as orthogonal assays and can be
used to validate each other’s results.

No single assay is expected to detect 100% of
genuine interactions, and the actual fraction of
positives detected is inherently linked to the
stringency at which the assay is implemented. To
identify the optimal scoring condition of each
assay, we selected a set of ~100well-documented
yeast protein-protein interaction pairs [“positive
reference set” (PRS)] and a set of ~100 random
pairs [“random reference set” (RRS)] (Fig. 1B;
SOMII).BecauseRRSpairswere pickeduniformly
from the 14 × 106 possible pairings of proteins
within our yeast ORFeome collection (22) (exclud-
ing those reported as interacting), these pairs are
extremely unlikely to be interacting.

Sampled pairs from binary Uetz-screen and
Ito-core data sets tested positive at levels as high
as those of the positive-control PRS, demonstrating
their high quality (Fig. 1C). A sample of literature-
curated LC-multiple interactions tested slightly
lower with Y2H, while being indistinguishable by
PCA (Fig. 1C), demonstrating that high-throughput
Y2H data sets can be comparable in quality to
literature-curated information. In marked contrast,
sampled pairs from Ito-noncore tested positive at
levels similar to those of the negative-control RRS,
confirming the low quality of this particular data
set (Fig. 1C).

Sampled pairs from Gavin and Krogan high-
throughput AP/MS data sets tested poorly in our
two binary interaction assays (Fig. 1C), albeit at
levels similar to those of Munich Information
Center for Protein Sequences (MIPS) complexes,
a widely used “gold standard” (23). This observa-
tion demonstrates that, at least for detecting binary
interactions, Y2H performs better than AP/MS.

Our experimental data quality assessment
shows that binary Uetz-screen, Ito-core, and
LC-multiple data sets are of high quality, whereas
Ito-noncore should not be used. AP/MS data sets,

although of intrinsically good quality (15, 16),
should be used cautiously when binary interaction
information is needed.

Our experimental results contrast markedly
with computational analyses that suggested that
high-throughput Y2H data sets contain more false-
positives than literature-curated or high-throughput
AP/MS data sets (24, 25). In computational analy-

ses, the quality of a data set is often determined by
the fraction of interactions also present in a pre-
defined gold standard set (24). Generally, MIPS
complexes have been considered as gold standard,
with all proteins constituting a given complex
modeled as interacting with each other. Such
modeling results in limited and biased sampling
issues against binary interactions because not all
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proteins in a complex contact each other directly
(fig. S1), and not all direct physical interactions
occur within complexes (fig. S2 and SOM III).
Hence, although MIPS complexes are appropri-
ate for benchmarking co-complex membership
data sets, they are not appropriate for binary
interaction data sets. This distinction is corrob-
orated by the poor experimental confirmation
rate of pairs from MIPS complexes with binary
assays (Fig. 1C).

To computationally reexamine the quality of
existing yeast interactome data sets, we assem-
bled a binary gold standard set (“Binary-GS”)
of 1318 high-confidence physical binary interac-
tions (Fig. 1B and SOM III). Binary-GS includes
direct physical interactions within well-established
complexes, as well as conditional interactions
(e.g., dependent on posttranslational modifica-
tions), and thus represents well-documented di-
rect physical interactions in the yeast interactome
(26). When measured against Binary-GS, the
quality of high-throughput Y2H data sets (with
the exception of Ito-noncore) was substantial-
ly better (SOM IV and V) than that of high-
throughput AP/MS data sets (Fig. 1D). Our
results demonstrate the distinct nature of bina-
ry and co-complex data. Generally, Y2H data
sets contain high-quality direct binary interac-
tions, whereas AP/MS co-complex data sets are
composed of direct interactions mixed with pre-
ponderant indirect associations (SOM VI).

The proteome-wide binary data sets, Uetz-
screen and Ito-core, contain 682 and 843 inter-
actions, respectively (2, 3). The overlap between
these two data sets appears low (3, 24): 19%
of Uetz-screen and 15% of Ito-core interactions
were detected in the other data set. Given our
demonstration of high quality for these data sets
(Fig. 1, C and D), we conclude that the small
overlap stems primarily from low sensitivity (i.e.,
many false-negatives) rather than from low spec-
ificity (i.e., many false-positives, as previously
suggested).

Several factors might affect sensitivity. First,
the space of pairwise protein combinations actually
tested in each data set might have been consider-
ably different.We refer to the fraction of all possible
pairs tested in a given screen as the “completeness.”
For example, missing 10%of open reading frames
(ORFs) in each mapping project could reduce the
common tested space down to 66% [(0.9 × 0.9) ×
(0.9 × 0.9)] of all possible pairwise combinations.
Second, different protein interaction assays or
even different versions of the same assay detect
different subsets of pairs out of all possible inter-
actions, which explains partly the limited overlap
between data sets obtained with different Y2H
versions. For any assay, the “assay sensitivity” is
estimated as the fraction of PRS interactions
detected, which for our Y2H assay was deter-
mined empirically to be ~20% (Fig. 1C). Finally,
when screening tens if not hundreds of millions of
protein pairs in any tested space, that search space
might need to be sampled multiple times to report
all or nearly all interactions detectable by the assay

used. The fraction of all theoretically detectable
interactions by a particular assay found in a given
experiment is its “sampling sensitivity.” These
three parameters fully account for the seemingly
small overlap between Ito-core and Uetz-screen
(SOM VII), demonstrating that a large fraction
of the S. cerevisiae binary interactome remains
to be mapped. Therefore, we carried out a new
proteome-scale yeast high-throughput Y2H screen
(fig. S3).

We used 5796Gateway-clonedORFs available
in the yeast movable ORF (MORF) collection
(22). After subcloning these ORFs into Y2H vec-
tors and removing autoactivators (27, 28), our search
space became 3917 DB-Xs against 5246 AD-Ys,
representing a completeness of 77% (Fig. 2A and
SOM VI), comparable to that of recent AP/MS
data sets (15) (~78%; SOM VI).

To address sampling sensitivity, we deter-
mined what fraction of all detectable interactions
is found in each pass after eight trials in a search
space of 658 DB-X and 1249 AD-Y ORFs. A
single trial identified about 60% of all possible
interactions that can be detected with our high-
throughput Y2H, whereas three to five repeats
were required to obtain 80 to 90% (Fig. 2B and
SOM VI). Consequently, we screened the whole
search space three times independently to yield
an estimated sampling sensitivity of 85% (Fig.

2B). In total, ~88,000 colonies were selected,
of which 21,432 scored positive upon more de-
tailed phenotyping (SOM I). After identifying
all putative interaction pairs by sequencing, phe-
notypically retesting them with fresh cultures
from archival stocks, and eliminating de novo
autoactivators (28), we obtained a final data set,
“CCSB-YI1,” of 1809 interactions among 1278
proteins, which can be downloaded from our
Web site (http://interactome.dfci.harvard.edu/
S_cerevisiae).

To validate the overall quality of CCSB-YI1,
we tested 94 randomly chosen interactions by
PCA and mammalian protein-protein interaction
trap (MAPPIT; SOM I) (21, 29). MAPPIT takes
place at the mammalian cell membrane and mea-
sures interactions via activation of signal trans-
ducer and activator of transcription 3 (STAT3)–
dependent reporter expression. Using both PCA
and MAPPIT, we found that the confirmation
rate of CCSB-YI1 was similar to those of Ito-
core and Uetz-screen (Fig. 1C). The precision
[i.e., fraction of true positives in the data set (30)]
of CCSB-YI1 is estimated at 94 to 100% (Fig.
2C, fig. S4, and SOM VI). Additionally, the per-
formance of our high-throughput Y2H approach
was confirmed via a larger RRS of 1000 random
pairs (30) (Fig. 1B), none of which tested positive
(SOM II).
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The overlaps of Uetz-screen (27%) and Ito-
core (35%) with CCSB-YI1 (Fig. 2D) can be ex-
plained by the completeness, assay sensitivity,
and sampling sensitivity of the three experiments
(SOM VII) and agree well with the results of the

pairwise confirmation of those two data sets (Fig.
1C). Similar principles apply to other large-scale
experiments such as AP/MS, likely accounting
for the low overlap between Krogan and Gavin
(~25%; fig. S5B).

Factoring in completeness, precision, and assay
and sampling sensitivity, we estimated that the
yeast binary interactome consists of ~18,000 T
4500 interactions (SOMVI), experimentally val-
idating previous computational estimates of 17,000
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to 25,000 interactions (31, 32). To obtain a more
comprehensive map of the binary yeast inter-
actome, we combined the three available high-
quality proteome-scale Y2H data sets (SOMVII).
The union of Uetz-screen, Ito-core, and CCSB-
YI1, “Y2H-union,” contains 2930 binary inter-
actions among 2018 proteins, which, according
to our empirical estimate of the interactome size,
represents ~20% of the whole yeast binary in-
teractome (Fig. 3A).

We reexamined global topological features of
this new yeast interactome network, facing lower
risk of overinterpreting properties due to limited
sampling and various biases in the data (18). To
contrast topological properties of the binary
Y2H-union network with that of the co-complex
network, we used an integrated AP/MS data set
(33), which was generated by combining raw
high-throughput AP/MS data (15, 16). This
“Combined-AP/MS” data set, composed of 9070
co-complex membership associations between
1622 proteins, attempts to model binary inter-
actions from co-complex data (Fig. 3A).

As found previously for other macromolecular
networks, the connectivity or “degree” distribu-
tion of all three data sets is best approximated by a
power-law (34) (fig. S6 and SOM VIII). Highly
connected proteins, or “hubs,” are reportedly
more likely encoded by essential genes than
less-connected proteins (35). Surprisingly, Y2H-
union lacked any correlation between degree and
essentiality (Fig. 3B). This discrepancy might
stem from biases in the data sets available at the
time of the original observation: interactions
reported in Uetz et al. (Uetz-array and Uetz-
screen) and literature-curated interactions. Al-
though Uetz-array is of high quality (fig. S7), its
experimental design could negatively influence
network analyses. Most hub proteins in Uetz-array
were found as baits (fig. S8), and the percentage of
essential proteins in the 193 bait proteins is twice as
high (34.7%) as that of all protein-encoding ORFs
in the yeast genome (18.4%), explaining the high
correlation between degree and essentiality (Fig.
3C). Likewise, literature-curated interactions seem
prone to sociological and other inspection biases
(SOM VII). Thus, we refrain hereinafter from
using LC-multiple in our further topological
and biological analyses. No significant correlation
between degree of connectedness and essentiality
was observed in any of the three proteome-wide
high-throughput binary data sets currently availa-
ble (i.e., Ito-core, Uetz-screen, and CCSB-YI1;
Fig. 3C), as well as in new versions of our C.
elegans and human interactome maps (fig. S9 and
SOM IX).

Hub proteins instead relate to pleiotropy, the
number of phenotypes observed as a consequence
of gene knockout (SOMI). Therewas a significant
correlation in Y2H-union between connectivity
and the number of phenotypes observed in global
phenotypic profiling analyses of yeast genes (36)
(Fig. 3D). Thus, the number of binary physical
interactions mediated by a protein seems to better
correlate with the number of cellular processes in

which it participates than with its essentiality. The
correlation between degree and number of phe-
notypes is not observed in Combined-AP/MS,
likely because co-complex associations reflect the
size of protein complexesmore than the number of
processes they might be involved in.

We confirmed the concept of modularity in
the yeast interactome network, whereby date hubs
that dynamically interact with their partners appear
particularly central to global connectivity, whereas
static party hubs appear to function locally in
specific biological modules (37). The propor-
tion of date and party hubs is substantially differ-
ent between Y2H-union and Combined-AP/MS
(Fig. 3E). There are significantly more date hubs
in the binary network, whereas party hubs are
prevalent in the co-complex network. In the bi-
nary network, date hubs are crucial to the topo-
logical integrity of the network, whereas party
hubs have minimal effects. However, in the co-
complex network, date and party hubs affect
the topological integrity of the network equally,
likely because most hubs in Combined-AP/MS
reside in large stable complexes, whereas hubs
in Y2H-union preferentially connect diverse cel-
lular processes.

Surprisingly, essential proteins strongly tended
to interact with each other (Fig. 4A and SOM IX).
By concentrating on the subnetwork formed by
interactions mediated by and among essential
proteins (fig. S10), we found a giant component
whose size ismuch larger than expected by chance
(Fig. 4B). To better understand the clustering of
essential proteins, we examined the interacting
essential protein pairs that are also reported to be in
the same complex; we found 106 interacting
essential protein pairs, a number greater than
expected by chance (Fig. 4C and SOM IX).

We investigated the overall relationships be-
tween Y2H-union and Gene Ontology (GO) at-
tributes (38), phenotypic and expression profiling
similarities (39), and transcriptional regulatory
networks (40). Both Y2H-union and Combined-
AP/MS show significant enrichment (allP < 10−10)
for functionally similar pairs in all three GO
branches (Fig. 5A) (41). There is also significant
enrichment of positive correlations of phenotypic
profiles (36) between interacting pairs in both
data sets (Fig. 5B and fig. S11). Such interactions,
when supported by strong phenotypic informa-
tion, constitute likely possibilities of functional
relationships. Lastly, both data sets are significant-

Fig. 4. Clustering of essential
proteins. (A) Average fraction of
essential proteins among pro-
teins whose distance is equal to
d from a protein selected from
essential, nonessential, and all
proteins. (B) Giant component
size of network formed by es-
sential proteins (arrow) compared
to 100,000 random networks of
same topological properties. (C)
The number of interacting es-
sential proteins that are also
found in the same complex com-
pared to 10,000 random selec-
tions of proteins of the same
number as essential proteins
(SOM IX).
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ly enriched with pairs coexpressed across many
conditions (fig. S12), althoughCombined-AP/MS
shows higher enrichment (Fig. 5C), agreeing
well with the different nature of the two assays:
AP/MS aims at detecting stable complexes,
whereas Y2H tends to detect more transient and
condition-specific protein interactions. This ob-
servation is further supported by enrichment of
kinase-substrate pairs in Y2H-union (SOM X
and fig. S13).

To explore the mechanisms underlying co-
expression of interacting protein pairs, we com-
bined transcriptional regulatory networks with
interactome network information (40). Interact-
ing proteins in both networks tended to be co-
regulated by common transcription factors (TFs;
Fig. 5D). Similar to what we observed in the co-
expression correlation analysis (Fig. 5C), the en-
richment of interacting pairs in Combined-AP/MS
was significantly higher than that of Y2H-union.
Notably, we observed a significant enrichment of
protein-protein interactions between TFs involved
in a common “multi-input motif” (42, 43) (MIM,
where multiple TFs co-regulate a given set of
genes; Fig. 5D and SOM X). The fraction of co-
regulating TF pairs is much higher in the binary
interactome than in the co-complex network, sug-
gesting that various TFs function together to form
transient complexes to differentially regulate tran-
scriptional targets (44).

These observations suggest that our binary
interactome data set is enriched in transient or
condition-specific interactions linking different
subcellular processes and molecular machines.
To further explore this possibility, we calculated
“edge-betweenness” for each interaction in a
merged network of all available interactions (SOM

XI), measuring the number of shortest paths be-
tween all protein pairs that traverse a given edge.
The higher edge-betweenness of interactions from
Y2H-union shows the tendency of Y2H to de-
tect key interactions outside of complexes sig-
nificantly more often than AP/MS (Fig. 5D).
Several examples of such complex-to-complex
connectivity are evident in a complete map of
MIPS complexes connected by Y2H interactions
(fig. S14).

Overall, we infer that Y2H interrogates a
different subspace within the whole interactome
than does AP/MS, and Y2H interactions repre-
sent key connections between different com-
plexes and pathways. Y2H and AP/MS provide
orthogonal information about the interactome
and are both vital to obtaining a complete picture
of cellular protein-protein interaction networks.
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Fig. 5. Biological features
of yeast interactome data
sets. (A) Enrichment of
interacting protein pairs (rel-
ative to random) that share
GO annotations in the
biological process, cellular
component, and molecular
function branches of GO
ontology. (B) Pearson corre-
lation coefficient (PCC) of
phenotypic profiles between
interacting pairs in different
data sets. (C) Coexpression
correlation between inter-
acting pairs. (D) (Left) En-
richment of interacting
proteins as targets of a
common TF (co-regulated),
and enrichment of inter-
acting TFs in a common
MIM (co-regulating) (*P <
10−3). (Right) Fraction of
bottlenecks from each data
set in the combined net-
work (SOM XI). Top 10%
of edges with the highest
betweenness are defined as “bottlenecks” (45).
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Ceramide Biogenesis Is Required
for Radiation-Induced Apoptosis
in the Germ Line of C. elegans
Xinzhu Deng,1 Xianglei Yin,1 Richard Allan,1 Diane D. Lu,1 Carine W. Maurer,2
Adriana Haimovitz-Friedman,3 Zvi Fuks,3 Shai Shaham,2 Richard Kolesnick1*
Ceramide engagement in apoptotic pathways has been a topic of controversy. To address
this controversy, we tested loss-of-function (lf) mutants of conserved genes of sphingolipid metabolism
in Caenorhabditis elegans. Although somatic (developmental) apoptosis was unaffected,
ionizing radiation–induced apoptosis of germ cells was obliterated upon inactivation of ceramide
synthase and restored upon microinjection of long-chain natural ceramide. Radiation-induced
increase in the concentration of ceramide localized to mitochondria and was required for
BH3-domain protein EGL-1–mediated displacement of CED-4 (an APAF-1–like protein) from the
CED-9 (a Bcl-2 family member)/CED-4 complex, an obligate step in activation of the CED-3 caspase.
These studies define CEP-1 (the worm homolog of the tumor suppressor p53)–mediated accumulation
of EGL-1 and ceramide synthase–mediated generation of ceramide through parallel pathways that
integrate at mitochondrial membranes to regulate stress-induced apoptosis.

Although studies that use genetic deficiency
in ceramide production support it as es-
sential for apoptosis in diversemodels (1),

many have questioned whether ceramide func-
tions as a bona fide transducer of apoptotic signals
(2). One reason for skepticism is that, despite
delineation of a number of ceramide-activated
proteins, no single protein has been identified as
mediator of ceramide-induced apoptosis. Recent
studies have suggested an alternate mode of cer-
amide action, based on its capacity to self-associate
and locally rearrange membrane bilayers into
ceramide-rich macrodomains (1 to 5 mm in diam-
eter), which are sites of protein concentration and
oligomerization (3). Ceramide may thus mediate
apoptosis through its ability to reconfigure mem-
branes, coordinating protein complexation at crit-
ical junctures of signaling cascades.

To establish the role of ceramide definitively,
we used a model of radiation-induced apoptosis
in Caenorhabditis elegans germ cells (4). Germ-
line stem cells, located at the distal gonad tip,
divide incessantly throughout adult life, with
daughter cells arresting inmeiotic prophase. Upon
exiting prophase, germ cells become sensitive to
radiation-induced apoptosis, detected morpholog-

ically just proximal to the bend of the gonadal arm
(5). This apoptotic pathway is antagonized by the
ABL-1 tyrosine kinase, requiring sequentially the
cell cycle checkpoint genes rad-5, hus-1, and
mrt-2; the C. elegans p53 homolog cep-1; and the
genesmakingup the conserved apoptoticmachinery,
the caspase ced-3, the apoptotic protease activating
factor 1–like protein ced-4, the Bcl-2 protein ced-9,
and the BH3-domain protein egl-1. This pathway
differs from apoptotic somatic cell death, which
is not subject to upstream checkpoint regulation
via the CEP-1 pathway (5, 6).

We identified conserved genes that regulate
C. elegans sphingolipid intermediary metabolism
and tested deletion alleles (Table 1 and table S1).
Screening for mutants resistant to radiation-
induced germ cell apoptosis revealed apoptosis
suppression in only deletion mutants of hyl-1 and
lagr-1, two of the three ceramide synthase (CS)
genes (Fig. 1A). CS gene products regulate de
novo ceramide biosynthesis, acylating sphinganine
to form dihydroceramide that is subsequently con-
verted to ceramide by a desaturase (7). CSs contain
six to seven putative transmembrane domains and
a Lag1pmotif [which confers enzyme activity (8)],
regions conserved in theC. elegans orthologs. The
deleted CS sequences in hyl-1(ok976) and lagr-
1(gk327) result in frameshifts that disrupt theLag1p
motifs (fig.S1A).Wedetecteda~1.6-kbhyl-1 transcript
in wild-type (WT) worms and a smaller ~1.35-kb
transcript in hyl-1(ok976), whereas we observed
a ~1.4-kb lagr-1 transcript in WT worms and a
~1.25-kb transcript in lagr-1(gk327) (fig. S1B).
In contrast, a deletionmutant of the thirdC. elegans

CS (9, 10), hyl-2(ok1766), lacking a 1626-base pair
fragment of the hyl-2 gene locus that eliminates
exons 2 to 5 corresponding to 74% of the coding
sequence, displayed no defect in germ cell death
(fig. S1C).

In N2WTstrain young adults, apoptotic germ
cells gradually increased in abundance with age
from a baseline of 0.7 T 0.1 to 1.8 T 0.2 corpses
per distal gonad arm over 48 hours. Exposure to a
120-gray (Gy) ionizing radiation dose increased
germ cell apoptosis to 5.2 T 0.3 cells 36 to 48
hours after treatment. In contrast, in hyl-1
(ok976) and lagr-1(gk327) animals, age-dependent
and radiation-induced germ cell apoptosis were
nearly abolished (Fig. 1A). Similar effects were
observed in the lagr-1(gk327);hyl-1(ok976)double
mutant (Fig. 1B). The rate of germ cell corpse
removal was unaffected in CS mutants, excluding
the possibility that defective corpse engulfment ele-
vated corpse numbers (table S2). In contrast, loss-
of-function (lf)mutations of hyl-1 or lagr-1 did not
affect developmental somatic cell death, nor did the
lf hyl-2(ok1766)mutation (table S3). These studies
indicate a requirement for twoC. elegansCS genes
for radiation-induced germline apoptosis.

To confirm ceramide as critical for germline
apoptosis, we injected C16-ceramide into gonads
of young adult WT worms. C16-ceramide is the
predominant ceramide species in apoptosis in-
duction by diverse stresses in multiple organisms
(11) and in low abundance inC. elegans (12, 13).
C16-ceramide microinjection resulted in time- and
dose-dependent increases in germ cell apoptosis
(Fig. 1C), with amedian effective dose of ~0.05mM
gonadal ceramide. Peak effect occurred at ~0.1 mM
gonadal ceramide at 36 hours (6.6T 0.8 versus 1.5 T
0.4 cell corpses per distal gonad arm, P < 0.0001),
qualitatively and quantitatively mimicking the
120-Gy effect in WT worms. In contrast, C16-
dihydroceramide, which differs fromC16-ceramide
in a trans double bond at sphingoid base position
four to five, was without effect (0.71 T 0.28 cell
corpses per distal gonad arm at ~1 mM), indicating
specificity for ceramide in apoptosis induction.
Furthermore, C16-ceramide microinjection into
lagr-1(gk327);hyl-1(ok976) animals (~1 mMgonadal
ceramide) resulted in a 5.7-fold increase in germ
cell apoptosis (from 0.60T 0.17 to 3.43 T 0.88,P <
0.0001) (Fig. 1D). Note that the baseline level of
apoptosis in lagr-1(gk327);hyl-1(ok976)was less
than one-half that in WT worms. Moreover,
~0.005 mM gonadal ceramide, a concentration
without impact on germ cell apoptosis, completely
restored radiation (120 Gy)–induced apoptosis, an
effect inhibitable in a lf ced-3 background (Fig.
1E). C16-ceramide’s ability to bypass the genetic
defect and restore the radiation-response pheno-
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