
unpublished observations). An alternative hypothesis is that Ad5-
specific neutralizing antibodies may have opsonized rAd5 vectors after
immunization, resulting in altered tropism or inflammatory res-
ponses. It is also possible that pre-existing Ad5-specific neutralizing
antibodies may have been a marker for other confounding variables
that have not yet been identified.

A STEP forward?

Despite the disappointing results of the STEP study, several key
lessons have already been learned. First, it is clear that the path for-
ward towards an HIV-1 vaccine will be neither simple nor straight-
forward. Second, the importance of understanding both systemic and
mucosal immune responses to vaccine vectors is paramount. Third,
the biological determinants of HIV-1 acquisition and the impact that
vector-specific and antigen-specific mucosal immune responses may
have on this process will require intensive investigation. Fourth,
clinical vaccine studies will need to adapt to the safety concerns raised
by the STEP study, such as possibly excluding subjects who have pre-
existing neutralizing antibodies to the vaccine vector that is used until
this phenomenon is more completely understood. Fifth, future
T-cell-based vaccine candidates should be prioritized for clinical
efficacy studies only if they are convincingly superior to the homo-
logous rAd5-Gag/Pol/Nef regimen that has failed. Sixth, non-human
primate challenge models should be recalibrated on the basis of the
STEP study to guide future HIV-1 vaccine development.

The protection afforded by the homologous rAd5 regimen against
SHIV-89.6P indicates that this model lacks sufficient stringency for
the evaluation of T-cell-based vaccine candidates. Although the more
stringent SIV challenge model cannot be considered to be validated
until there is a successful clinical efficacy study in humans, it seems

reasonable to use SIVMAC239 or SIVMAC251 as challenge viruses for
evaluating next-generation vaccine candidates (Box 3). Preclinical
challenge studies need to be adequately powered with sufficient fol-
low-up time, and the vaccine schedule and dose should model the
proposed clinical regimen. For optimal stringency, studies should
exclude rhesus monkeys that express MHC class I alleles that are
specifically associated with efficient virologic control, such as
Mamu-A*01, Mamu-B*17 and Mamu-B*08. The use of homolo-
gous Env antigens that may inappropriately overestimate protective
efficacy should also be avoided. Mucosal challenges may offer certain
physiological advantages over intravenous challenges, and these chal-
lenge models should therefore be developed. Finally, increased
emphasis should be placed on assessing the capacity of promising
vaccine candidates to protect against highly heterologous SIV chal-
lenges, because infecting viruses in humans will almost certainly be
heterologous to any vaccine sequence. Because very few heterologous
SIV challenge studies have been completed so far, a practical approach
may be to determine the protective efficacy of promising vaccine
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Figure 2 | Cumulative HIV-1 infections in men enrolled in the STEP study
stratified by pre-existing Ad5-specific neutralizing antibody titre.
Cumulative infections as of 17 October 2007 in men enrolled in the STEP
study (HVTN 502) evaluating the Merck rAd5-Gag/Pol/Nef vaccine are

depicted. Infections in vaccinees (red) and placebos (blue) are shown in
individuals stratified by their pre-existing Ad5-specific neutralizing
antibody titres. Data represent the modified intent-to-treat population.
Image courtesy of M. Robertson, Merck Research Laboratories.

Box 3 jRecommendations for preclinical challenge studies of T-cell-
based vaccines

(1) Use stringent challenge virus (SIVMAC239, SIVMAC251).
(2) Design study with adequate power and follow-up time.
(3) Model clinical regimen with vaccine schedule and dose.
(4) Select rhesus monkeys that lack MHC alleles associated with
efficient virologic control (Mamu-A*01, Mamu-B*17, Mamu-B*08).
(5) Avoid the use of a homologous Env antigen.
(6) Assess promising vaccine concepts against both homologous and
heterologous viral challenges.
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candidates against both homologous and heterologous SIV chal-
lenges. It is currently debated whether non-human primate challenge
studies should be used as a formal ‘gatekeeper’ for advancing vaccine
candidates into clinical efficacy studies, because the capacity of this
model to predict the results of clinical efficacy studies remains unclear.
Nevertheless, it would seem reasonable to give a relative priority to the
development of vaccine candidates that lead to durable control of
setpoint viral loads after SIVMAC239 or SIVMAC251 challenge.

The STEP study has also had a major impact on other HIV-1
vaccine programmes in the field. HVTN 503 was terminated as it
used the same rAd5-based vaccine candidate that was used in
HVTN 502. The NIH Vaccine Research Center has developed a
DNA prime/rAd5 boost vaccine regimen expressing clade B Gag–
Pol and multiclade Env antigens. This vaccine candidate has been
shown to be immunogenic in most individuals in phase 1 studies,
particularly for the Env antigens62,68,83. In preclinical studies, a DNA
prime/rAd5 boost vaccine regimen expressing SIV Gag, Pol, Nef and
Env antigens afforded a 1.1 log reduction of peak viral loads for
112 days after a homologous SIVMAC251 challenge77. However, no
durable control of setpoint viral loads was observed with this vaccine,
although delayed progression to AIDS-related mortality was evi-
dent77. NIH recently announced that it will not proceed with a large
phase 2b efficacy study known as PAVE 100, although a smaller, more
focused efficacy study with this vaccine candidate is still under con-
sideration84. DNA prime/poxvirus boost regimens are also being
evaluated using modified vaccinia Ankara (MVA)69 and NYVAC70

vectors, and phase 1 clinical trials have demonstrated immunogeni-
city in most volunteers. Central to all of these programmes, however,
is the hypothesis that DNA priming before vector boosting will
improve protective efficacy. This has been observed in some72 but
not all77 SIV challenge studies, and thus it still remains an open
question that requires further investigation and should be considered
a high priority.

New rAd vectors derived from Ad serotypes that are rare in human
populations are also being explored as a strategy to evade pre-existing
Ad5-specific neutralizing antibodies. It is hoped that such vectors
may offer immunologic as well as safety advantages as compared with
rAd5 vectors by circumventing pre-existing vector-specific neutral-
izing antibodies. However, these possibilities have not yet been con-
firmed in clinical trials. Current strategies include the development of
rare serotype rAd26, rAd35 and rAd48 vectors78,79,85; chimaeric
rAd5HVR48 vectors in which dominant Ad5-specific neutralizing
antibody epitopes have been exchanged86; and non-human rAd vec-
tors87,88. Rare serotype rAd vectors are biologically different from
rAd5 vectors in terms of their cellular receptors, tropism, intracellu-
lar trafficking pathways and innate immune profiles. Moreover,
rAd26 and rAd48 vectors have been shown to elicit T lymphocyte
responses of a substantially different phenotype as compared with
rAd5 vectors89, and potent heterologous rAd prime-boost regimens
can be constructed using serologically distinct rAd vectors. We have
recently demonstrated that a heterologous rAd26 prime/Ad5 boost
regimen expressing SIV Gag afforded a durable 2.4 log reduction of
setpoint viral loads after SIVMAC251 challenge of Mamu-A*01-nega-
tive rhesus monkeys, whereas a homologous rAd5 regimen provided
no protection in this stringent challenge model90. These data suggest
that vaccine candidates that elicit improved magnitude, breadth and
quality of T lymphocyte responses may provide superior protective
efficacy as compared with homologous rAd5 regimens.

Perspectives and future directions
To a great extent, HIV-1 vaccine science is still in its infancy. Major
unsolved problems remain, and a renewed commitment to basic
discovery research in addition to preclinical studies and clinical trials
will be required to move the field forward. Clinical trials that are
focused on answering specific scientific hypotheses rather than exclu-
sively aimed at product development may be most useful to the field
at the present time. Certain vaccine regimens, such as heterologous

rAd prime–boost regimens, may offer the possibility of improved
magnitude, breadth and quality of T lymphocyte responses as com-
pared with the homologous rAd5 regimen. New antigen concepts,
such as centralized consensus91,92 and mosaic93 immunogens, may
also result in increased breadth of cellular immune responses and
improved coverage of viral diversity.

Perhaps the most important research focus should be the develop-
ment of improved Env immunogens to elicit broadly reactive neut-
ralizing antibodies. Given the scope of this problem, increased basic
research regarding the structure, function and immunogenicity of
the Env glycoprotein will be required. Innovative and high-risk ideas
should be pursued, and promising approaches should be tested as
rapidly as possible in preclinical studies and eventually in clinical
trials. Ultimately, it is likely that a combination vaccine consisting
of separate vaccine components that elicit T lymphocytes and neut-
ralizing antibodies will prove optimal. As a result, development of
improved T-cell-based and antibody-based vaccine strategies should
be pursued in parallel.

To achieve these goals, it will be critical to attract and to retain
talented new investigators to the field. Funding programmes should
therefore be expanded to encourage junior investigators to explore
innovative ideas that address critical problems in the field. Given the
scientific challenges currently facing the HIV-1 field, increased sup-
port and encouragement of fellows and junior faculty should be
viewed as a top priority by both senior investigators and funding
organizations. It will also be important for industry to continue to
participate in the HIV-1 vaccine field, as biotechnology and phar-
maceutical companies have critical knowledge and capacities that are
not available in academia, government and non-profit organizations.

A current debate is whether the HIV-1 vaccine field can ‘withstand’
another vaccine efficacy study failure. For HIV-1, the scientific chal-
lenges are enormous, and thus so are the risks in testing any new
vaccine concept. Clearly, the decision to advance a vaccine candidate
into efficacy trials should be highly selective and based on a rigorous
and transparent analysis of preclinical and clinical data. However,
there is no way to determine whether a potentially promising vaccine
candidate will afford protection in humans other than by conducting
a clinical efficacy study. Multiple efficacy trials may be required, and
many concepts will undoubtedly fail. We should therefore be ready to
accept multiple failures of efficacy studies as part of the expected
pathway towards the ultimate successful development of a safe and
effective HIV-1 vaccine.
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Photoemission kinks and phonons in cuprates
Arising from: F. Giustino, M. L. Cohen & S. G. Louie Nature 452, 975–978 (2008)

One of the possible mechanisms of high transition temperature (Tc)
superconductivity is Cooper pairing with the help of bosons, which
change the slope of the electronic dispersion as observed by photo-
emission. Giustino et al.1 calculated that in the high temperature
superconductor La1.85Sr0.15CuO4 crystal lattice vibrations (phonons)
should have a negligible effect on photoemission spectra and con-
cluded that phonons do not have an important role. Here we show
that the calculations used by Giustino et al.1 do not reproduce the
huge influence of electron–phonon coupling on important phonons
observed in experiments. Thus, we would similarly expect that these
calculations do not explain the role of electron–phonon coupling for
the electronic dispersion.

Density functional theory (DFT) calculations used by Giustino et
al.1 treat electrons and phonons as independent entities, which scatter
each other. Because of this scattering, the electronic states acquire
finite lifetimes and abrupt changes in dispersions (kinks) at the pho-
non energies. In addition, the phonons soften and broaden in energy.
These effects are calculated from first principles without adjustable
parameters. Therefore, if DFT is appropriate for the high Tc cuprates it
ought to accurately reproduce the electronic contribution to phonon

softening and broadening deduced from neutron or X-ray scattering
experiments.

DFT predicts that the phonon branch, in large part responsible for
the calculated electronic dispersion kink, is the optical bond-stretch-
ing branch involving the bond-stretching motion of CuO2 plane
oxygen against copper1. Several experimental papers have high-
lighted large anomalous renormalization of these phonons2–6. They
have huge low temperature dispersion dips and/or line-width maxi-
ma around half-way (h 5 0.3) to the zone boundary in the super-
conductors La1.85Sr0.15CuO4 (refs 2 and 3) and YBa2Cu3O7 (ref. 4).
However, DFT predicts a smooth dispersion without any pro-
nounced features in either the dispersion or line width around
h 5 0.3 (Fig. 1). Furthermore, the very small calculated line widths
in Fig. 1b illustrate that the calculated electron–phonon coupling is
very weak in absolute terms.

Substantial evidence points to an electronic origin of the phonon
effect. First, the phonon anomaly weakens at elevated temperatures2,3,
whereas alternatives such as phonon–phonon scattering and structural
inhomogeneity should either show the opposite trend or have no
temperature dependence. Second, the phonon effect appears at specific
wavevectors and is phenomenologically similar to anomalies observed
in conventional systems with strong electron–phonon coupling. Third,
both phonon renormalization2,6 and the photoemission kink7 become
bigger when hole concentration decreases from high doping (in which
superconductivity is suppressed) towards so-called ‘optimal’ doping
with the maximum superconducting Tc. This simultaneous enhance-
ment of the two features may result from an increase in electron–
phonon coupling due to enhanced electronic correlations or reduced
screening not included in DFT. The findings of Giustino et al.1 cannot
rule out such hypotheses. The same holds for YBa2Cu3O7 where there is
a similar disagreement between the experimental and DFT results for
both the phonon dispersions and the photoemission kink8.

It is notable that many-body calculations predict a considerable
enhancement of the coupling to bond-stretching phonons compared
to DFT and describe anomalous doping dependence of the zone
boundary phonons9,10, suggesting that strong correlation effects
might be relevant. Recent high resolution photoemission measure-
ments have found an oxygen isotope effect in the dispersion kink at
the half-breathing phonon energy, hinting at an important role of
oxygen phonons11. We conclude that more work is necessary to
establish phonon contribution to the photoemission kink.
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La1.85Sr0.15CuO4 and YBa2Cu3O7 at 10 K. a, b, Experimental bond-
stretching phonon dispersions2–4 compared to DFT results1,12. The data in
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q represents reduced wavevector in reciprocal lattice units (r.l.u.). FWHM,
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Speciation through sensory drive in cichlid
fish
Ole Seehausen1,2, Yohey Terai3, Isabel S. Magalhaes1,2, Karen L. Carleton4, Hillary D. J. Mrosso5, Ryutaro Miyagi3,
Inke van der Sluijs6{, Maria V. Schneider2{, Martine E. Maan6{, Hidenori Tachida7, Hiroo Imai8 & Norihiro Okada3

Theoretically, divergent selection on sensory systems can cause speciation through sensory drive. However, empirical
evidence is rare and incomplete. Here we demonstrate sensory drive speciation within island populations of cichlid fish. We
identify the ecological and molecular basis of divergent evolution in the cichlid visual system, demonstrate associated
divergence in male colouration and female preferences, and show subsequent differentiation at neutral loci, indicating
reproductive isolation. Evidence is replicated in several pairs of sympatric populations and species. Variation in the slope of
the environmental gradients explains variation in the progress towards speciation: speciation occurs on all but the steepest
gradients. This is the most complete demonstration so far of speciation through sensory drive without geographical
isolation. Our results also provide a mechanistic explanation for the collapse of cichlid fish species diversity during the
anthropogenic eutrophication of Lake Victoria.

The sensory drive hypothesis for speciation1,2 predicts that adapta-
tion in sensory and signalling systems to different environments in
allopatry may cause premating isolation on secondary contact of
populations. Recent theoretical work suggested that sensory drive
can lead to the evolution of colour polymorphisms3,4 and speciation5,
even in the absence of geographical isolation, when the light environ-
ment is heterogeneous. However, the only case of sympatric sister
species, in which assortative mating has been shown to be facilitated
by sensory drive, were sticklebacks in British Columbia6. Here we
provide ecological, population genetic and molecular evidence for
each of the predictions of sensory drive speciation2 in sympatric
cichlid fish inhabiting light gradients in Lake Victoria (East Africa).

Lake Victoria is spatially highly heterogeneous in water clarity and
ambient light7,8, and there is much evidence that the cichlid visual
system has been under strong diversifying selection during the adap-
tive radiation of cichlids into several hundred species in Lake
Victoria9. Vertebrate visual pigments consist of a light-absorbing
component, the chromophore, and a protein moiety, the opsin10.
Spectral sensitivity is determined by the chromophore (A1 or A2
pigments), and by its interaction with the amino acid residues lining
the retinal-binding pocket of the opsin in which the chromophore
lies11. Eight different visual pigments have been found in all haplo-
chromine cichlids12–14, but only a subset of these is expressed in any
individual species12,14,15. Several Pundamilia species from Lake
Victoria expressed the same complement of four opsin genes:
short-wavelength-sensitive opsin gene 2a (SWS2A, lmax ,455 nm)
in single cones; rhodopsin-like (RH2, lmax ,528nm) and long-
wavelength-sensitive opsin gene (LWS, lmax ,565 nm) in double
cones; and rhodopsin (RH1, lmax ,505 nm) in rods16. Of these, the
LWS opsin gene is by far the most variable among Lake Victoria
cichlids13,17, with sequence variation being five times greater than

in Lake Malawi cichlids despite a tenfold greater age of the latter
species flock18.

Female Lake Victoria cichlids have mating preferences for con-
spicuously coloured males19. Perception of conspicuousness is influ-
enced by ambient and background light, signal transmission, receiver
sensitivity and higher level processing2,20. Sympatric pairs of closely
related cichlid species, one with red and one with blue nuptial coloura-
tion (Fig. 1 and Supplementary Fig. 3), are common in Lake Victoria8.
Visual pigments have been compared for three pairs, and behavioural
light detection thresholds measured in two. In each pair, the red
species has its LWS lmax at a longer wavelength16,21, with a lower
detection threshold for red but a higher one for blue light22,23. These
observations are consistent with a role for sensory drive in speciation,
whereby interaction between ambient light, natural-selection-driven
divergence of visual sensitivities and sexual selection for conspicuous
male colours leads to the fixation of different male colours1,2,16,23.

Examining the role of environmental gradients in speciation
requires tests at replicate gradients, as is recognized both in evolu-
tionary ecology24–26 and in population genomics27. A recent model of
clinal speciation through sensory drive5, as well as other models of
clinal speciation28–30, predicts the greatest probability of speciation
on gradients of intermediate slope. There, migration rates are suffi-
ciently low to be compensated for by selection, but are sufficiently
high to generate significant migration load31 and intermediate geno-
types with a poor fit to the local environment. Migration load and
reduced fitness of intermediate genotypes lead to disruptive selec-
tion, which may be required for the evolution of assortative mating
through reinforcement-like mechanisms28–30. Previously we demon-
strated adaptive evolution in the LWS opsin gene of the Lake Victoria
cichlid fish Neochromis greenwoodi and Mbipia mbipi along very
shallow gradients of light colour mediated by variation in turbidity

1Institute of Zoology, University of Bern, Baltzerstr. 6, CH-3012 Bern, Switzerland. 2Eawag, Swiss Federal Institute for Aquatic Science and Technology, Centre of Ecology, Evolution &
Biogeochemistry, Department of Fish Ecology & Evolution, 6047 Kastanienbaum, Switzerland. 3Graduate School of Bioscience and Biotechnology, Tokyo Institute of Technology, 4259
Nagatsuta-cho, Midori-ku, Yokohama 226-8501, Japan. 4Department of Biology, University of Maryland, College Park, Maryland 20742, USA. 5Tanzania Fisheries Research Institute,
Mwanza Centre, PO Box 475 Mwanza, Tanzania. 6Department of Animal Ecology, Institute of Biology, Leiden University, PO Box 9516, 2300 RA Leiden, The Netherlands. 7Department
of Biology, Faculty of Sciences, Kyushu University, Ropponmatsu, Fukuoka 810-8560, Japan. 8Department of Cellular and Molecular Biology, Primate Research Institute, Kyoto
University, 484-8506 Japan. {Present addresses: Department of Biology, McGill University, 1205 Avenue Docteur Penfield, Montréal, Québec H3A 1B1, Canada (I.v.d.S.); The
European Bioinformatics Institute, Wellcome Trust Genome Campus, Hinxton, Cambridge CB10 1SD, UK (M.V.S.); University of Texas at Austin, Integrative Biology, 1 University
Station C0930, Austin, Texas 78712, USA (M.E.M.).
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between islands9. LWS genotype frequencies and male colour morph
frequencies formed correlated clines, but, even though populations at
opposite ends of one gradient fixed different LWS alleles, all popula-
tions retained polymorphism for colour, indicating that speciation
remained incomplete9.

Here we investigate populations of cichlid fish living on light gra-
dients primarily mediated by water depth within islands in Lake
Victoria. Pundamilia pundamilia and Pundamilia nyererei32 (Fig. 1a
and Supplementary Fig. 3) are geographically fully sympatric. Within
islands, they have narrowly parapatric depth ranges. Where they are
phenotypically well differentiated, P. pundamilia has blue–grey male
nuptial colouration whereas P. nyererei nuptial males are yellow with
a bright crimson-red dorsum. Females of both are cryptically yellow-
ish and have mating preferences for the nuptial colouration of con-
specific males33,34. The red P. nyererei occurs at greater mean water
depths, in more red-shifted ambient light than the blue P. pundami-
lia23. P. nyererei have a lower threshold for the detection of red light,
whereas P. pundamilia possess a lower threshold for detection of blue
light23. Earlier we found that red and blue fish tended to possess
different alleles at the LWS opsin gene locus16. Here we fully develop
this system to test predictions of sensory drive speciation.

If sensory drive caused speciation into a red and a blue species, we
expected to find: (1) variation in the LWS opsin sequence at amino
acid positions where they shift lmax; (2) an association of such
sequence variation with water depth, such that more red-shifted alleles
occur at greater depth; and (3) an association of LWS alleles with the
predominant male nuptial colouration of a population, such that
populations with predominantly red-shifted opsin alleles have predo-
minantly red males. Furthermore, if disruptive selection was required
to complete speciation through the evolution of assortative mating,
we predicted that the strongest associations between LWS alleles,
water depth and colour occur on intermediate light slopes (prediction
(4)). For testing prediction (4), we compared the data from the depth-
mediated gradients of this study with data we had collected earlier on
populations occupying the same depth at different islands with dif-
ferent turbidities9 (see Supplementary Information).

Light, depth and colour

We examined depth-mediated light gradients at five islands. The light
climate of Lake Victoria is dominated by effects of particulate (non-
phytoplankton) matter, selectively absorbing and scattering light of
short wavelengths35, causing successive shifts of ambient light
towards longer wavelengths with increasing water depth (this study),
and also with increasing turbidity (earlier study)7,8. The rate at which
ambient light changes with increasing depth is positively correlated
with turbidity8 (difference between islands in this study). The cichlids
we study feed and breed right above and within the rocky substrate.
We characterize depth-associated light gradients in their habitat by
the change in the ‘transmittance orange ratio’ that occurs per metre
as one moves outwards from the shore into the lake along the lake
floor (the ‘light slope’, see Methods and Fig. 1b). Steeper slopes occur
with more turbid water and steeper shores (Table 1). The steepest
light slopes occurred at the most turbid sites, Marumbi and Luanso
islands (Table 1 and Fig. 1c). Intermediate slopes occurred at
Kissenda and Python islands, and the shallowest slope at Makobe
island. The latter was still steeper than all the turbidity-mediated light
slopes of our earlier work9. The size of the light differential between
the ends of the gradients was similar between the five depth-mediated
gradients, and larger than on the turbidity-mediated gradients
(Table 1 and Supplementary Table 1).

Mapping the microdistribution of phenotypes on the five depth-
mediated gradients using data from 960 males (Fig. 2a) revealed
significant differences between islands. It showed the absence of
any association between colour and ambient light (water depth) at
Marumbi and Luanso (analysis of variance, ANOVA: df 5 2, F 5 1.1,
P 5 0.3, and df 5 2, F 5 0.3, P 5 0.7, respectively), but significant
associations at all other sites (ANOVA: df 5 2 (Kissenda), df 5 1
(Python, Makobe), F . 50, P , 0.0001), and increasing strength of
association with decreasing light slope (F ratio against slope, loga-
rithmic regression, df 5 4, R2 5 0.87, P 5 0.021; Fig. 3). Blue pheno-
types are associated with shallow waters (,3 m) in all locations,
whereas red phenotypes occur in shallow waters only on the steepest
gradients, and become restricted to greater depths with decreasing
light slope. Frequency distributions of male nuptial colour pheno-
types differ significantly between islands too (Fig. 2b). Distributions
are unimodal and skewed towards blue on the two steepest gradients.
They are bimodal with few intermediates on gradients of intermedi-
ate slope, and consist of two discrete classes, blue and red, on the
shallowest within-island gradient.
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Figure 1 | Male phenotypes, light gradients and LWS opsin absorbance.
a, Variation in male nuptial colouration. Five phenotype classes from 0
(‘blue’, typical P. pundamilia; top) to 4 (‘red’, typical P. nyererei; bottom).
b, An example of a moderately steep light gradient (Python island): surface
light spectrum (blue) and three subsurface light spectra measured at 0.5 m
(green), 1.5 m (orange) and 2.5 m (red) water depth. The line through
550 nm indicates the divide used to calculate the transmittance orange ratio.
Arrows indicate peak absorbance of two opsin pigments: main allele groups
at LWS opsin locus (544 nm and 559 nm) and known range of peak
absorbance at SWS2A locus16. c, Slopes of seven different light gradients. The
lines for two shallow gradients overlay each other and are together labelled
‘Mwanza Gulf’. For this line, the x-axis represents the distance from clear
water (rather than from shore). Significant differentiation in opsin genes was
observed on all gradients with slopes equal to or shallower than the Kissenda
(orange) line, but speciation was observed only on gradients with slopes
between the Kissenda (orange) and the Makobe (blue) lines. The dark grey
arrow indicates region with divergent adaption at LWS opsin gene, and the
light grey arrow indicates region with speciation. d, Absorption spectra of
LWS pigments evaluated by the dark–light difference spectra9. The LWS
pigments were reconstituted from the H allele with A1 retinal (top) and from
the P allele with A1 retinal (bottom). lmax values (with standard errors) are
indicated.

Table 1 | The five environmental gradients of this study

Island Water clarity (cm
Secchi) (mean 6 s.d.)

Shoreline slope
(mean 6 s.d.)

Light slope Light
differential

Marumbi island 53 6 8 0.82 6 0.15 1.4 3 10
21

0.50

Luanso island 50 6 10 0.54 6 0.05 9.6 3 10
22

0.50

Kissenda island 78 6 24 0.52 6 0.12 7.9 3 10
22

0.50

Python island 96 6 21 0.58 6 0.24 7.6 3 10
22

0.50

Makobe island 225 6 67 0.15 6 0.04 8 3 10
23

0.35
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LWS gene variation, light and colour
We observed 13 polymorphic sites (3 synonymous, 10 nonsynon-
ymous) among the LWS sequences (Supplementary Table 6). Three
nonsynonymous substitutions occurred at high frequencies. From

the bovine rhodopsin crystal structure36 we inferred that two of these
variable amino acid positions, 216 (nucleotide site 647) and 275 (823
and 824), are located in or near the retinal-binding pocket. The third
one was position 230 (688), one of the tuning sites of human red/
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Figure 2 | Ecological, phenotypic, genetic and behavioural differentiation
between blue and red Pundamilia nuptial phenotypes at five islands. All
data for the same island are presented in the same column. Significant
differences between islands indicated by asterisks (all tests two-tailed):
*P , 0.05,****P , 0.0001, (*)P , 0.1. a, Depth distributions of male nuptial
colour phenotypes. Blue bars, blue; pale yellow bars, intermediate; and orange
or red bars, red (orange if dominated by class 3; red if dominated by class 4).
Significance levels of differences between islands in the divergence between
red and blue reported as P values of G-tests. b, Frequency distributions of
male nuptial colour phenotypes (see Fig. 1a and text). Lines are quadratic fits;
R2 and significance levels indicated. Significance levels of differences between
islands reported as P values of G-tests. c, Frequencies of functional allele
groups at the LWS opsin gene by island and male colour (left, blue; right, red).
Numbers report sample sizes of completely sequenced haplotypes. For
Marumbi and Luanso islands, only the haplotypes of those individuals are
included that could be assigned to ‘blueish’ and ‘reddish’ phenotypes
(altogether 24 and 54 haplotypes were sequenced from Marumbi and Luanso,

respectively). Fish from Marumbi were divided into classes 0 1 1 and classes
2 1 3. Fish from Luanso were divided into classes 0 1 1 and 2–4. At all other
islands, only fish of phenotype classes 0 and 4 were included. Alleles of the P
group shown in blue, alleles of the H group in red, M3 alleles in yellow, and
other alleles in grey. d, Allele frequencies at the SWS2A opsin gene by island
and nuptial colour class. The SWS2A P allele shown in blue, the N allele in red,
other alleles in black, and alleles not determined in grey. e, Individuals plotted
on first and second axes of a factorial correspondence analysis of genetic
variance calculated from 11 unlinked microsatellite loci. Colours indicate
pooled male nuptial colour classes as described in c. f, Histograms of female
mating preferences at Luanso island41 (left) and Python island40 (right,
includes new data). Blue, preference classes in which most females had
statistically significant individual preferences for blue males; red, preference
classes in which most females had significant preferences for red males; grey,
preference classes in which females had no significant mating preference.
Significance level of the difference in the frequency distributions between the
two islands reported as P value of a G-test.
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green opsin37. Focusing on these three positions, we divided alleles
into three groups described previously9: the H group (all alleles with
216Y, 230A, 275C), the P group (216F, 230T, 275I) and the M3 group
(216Y, 230T, 275I). M3 alleles can be considered recombinants or
intermediate between H and P alleles. H and P alleles differed in only
the 3 amino acid positions 216, 230 and 275. Substitutions at the
other 7 nonsynonymous sites were rare and resulted in other allele
variants (Supplementary Table 5).

We reconstituted the LWS pigments from P alleles in vitro with A1-
derived retinal, and measured their absorption spectra, as previously
done for the H alleles9 (Fig. 1d). The peak spectral sensitivity (lmax) of
the A1 pigment of the P allele was blue-shifted by 15 nm relative to
the H allele. The lmax values of cone outer segments expressing either
P or H pigments were measured previously by microspectrophoto-
metry, reporting too that P pigments were blue-shifted relative to H
pigments16. Hence, the absorption spectra of P and H alleles seem to
be adapted to shallower and deeper water light environments in Lake
Victoria, respectively (Fig. 1b, d), supporting prediction (1).

Light gradients with slopes steeper than 0.09 were inhabited by
populations with one or two different LWS alleles, whereas up to six
different alleles were present on less steep gradients (Table 1 and
Supplementary Tables 2 and 6). On these gradients of steepness
0.008 # x # 0.09, H alleles were strongly associated with red nuptial

colouration (x2 . 66, df 5 1, P , 0.0001; Spearman correlation
coefficients 0.74, 0.91 and 1, respectively, for slopes 0.079, 0.076
and 0.008; P , 0.0001), and were rare in blue phenotypes (Fig. 2c,
Supplementary Table 6 and Supplementary Information), support-
ing prediction (3).

A strong association between LWS alleles and water depth emerges
from these results, supporting prediction (2): at Marumbi and
Luanso islands, most individuals reside in waters less than 3 m deep.
P alleles strongly dominate. At all other islands, only the blue pheno-
type is confined to depths less than 3 m, and P alleles predominate
among these fish, even where gene exchange with the red phenotype
is frequent (see later). The sweep to high frequency of H alleles in the
red phenotype is associated with shifting larger fractions of the popu-
lation to depths beyond 3 m. At Kissenda island, 75% of the LWS
alleles of the red population belong to the red-shifted H group. The
proportion of H alleles, residing in red individuals, increases to
Python island and further to Makobe island, associated with succes-
sively increasing fractions of the red population living in deep water
(Fig. 2a versus 2c). Red and blue phenotypes were highly significantly
differentiated at the LWS locus at Kissenda, Python and Makobe
islands (FST (fixation index) 0.65, 0.83, 0.89), but neither at Luanso
nor at Marumbi islands (FST 0.00).

Gene flow at neutral loci

A sensory drive model of speciation predicts that the rate of diver-
gence at the opsin loci should exceed the rate of divergence at neutral
loci. Our data are fully consistent with this prediction (Table 2).
Pairwise FST between sympatric blue and red phenotypes estimated
from 11 microsatellite loci reveal no differentiation at Marumbi or
Luanso islands (Fig. 2e), consistent with the unimodal frequency
distributions of male nuptial colour variants and the absence
(Marumbi) or rarity of really red males. Pairwise FST at all other
islands suggest significant, albeit weak, differentiation, consistent
with the strongly bimodal frequency distributions of male nuptial
colour variants and the emergence of the really red phenotype at
those islands. Whereas FST at the LWS locus jumps from 0 at
Marumbi and Luanso to 0.65 at Kissenda, FST at microsatellite loci
increases gradually and much more slowly (Figs 2c, e and 3). The
number of microsatellite loci carrying the signature of differentiation
increases steadily from Marumbi and Luanso (0 out of 11) to Makobe
island (7 out of 11; Table 2), consistent with the successive disappear-
ance of intermediate phenotypes.

With the exception of Makobe island, all microsatellite FST among
sympatric red and blue phenotypes are smaller than FST between any
two allopatric populations of the blue phenotype, and 7 out of 10 of
the red phenotype (Supplementary Fig. 1a and Supplementary Table
3). Even the largest between-phenotype FST at Makobe is smaller than
most within-phenotype FST between islands. This suggests either more
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Figure 3 | Measures of differentiation between sympatric Pundamilia
phenotypes plotted against water transparency (left) and light slope
(right). Blue symbols and line: Spearman rank correlations between colour
and LWS genotype (best fit to water clarity R2 5 0.79, P 5 0.045, df 5 4; best
fit to light slope R2 5 0.69, P(one-tailed) 5 0.042, df 5 4.). Open symbols
and dashed line: LWS FST between red and blue phenotypes (best fit to water
clarity, R2 5 0.79, P 5 0.044, df 5 4; best fit to light slope, R2 5 0.65, P(one-
tailed) 5 0.045, df 5 4). Filled orange symbols and orange line: association
between colour and water depth (ANOVA F ratios (normalized to range 0–1
for display); best fit to water clarity R2 5 0.99, P 5 0.000; best fit to light
slope R2 5 0.87, P 5 0.021; both df 5 4). Filled black symbols and black line:
microsatellite FST (multiplied by 10 for display) between red and blue
phenotypes (best fit to water clarity, R2 5 0.99, P 5 0.000; best fit to light
slope, R2 5 0.90, P(one-tailed) 5 0.013; both df 5 4).

Table 2 | Pairwise FST statistics between sympatric phenotypes

Island Marumbi island Luanso island Kissenda island Python island Makobe island

Light slope 0.144 0.096 0.079 0.076 0.008

FST at LWS opsin locus
0.000 0.000 0.648 0.826 0.890

FST at microsatellite loci
Ppun21 0.000 0.000 0.010 0.006 0.023

Ppun7 0.000 0.000 0.003 0.023 0.013

Ppun5 0.000 0.002 0.002 0.000 0.010

Ppun32 0.041 0.005 0.000 0.016 0.080

Ppun17 0.000 0.000 0.000 0.046 0.027

OSU16d 0.017 0.002 0.011 0.006 0.020

OSU20d 0.002 0.000 0.040 0.004 0.008

OSU19t 0.000 0.022 0.013 0.013 0.032

TMO5 0.000 0.013 0.000 0.012 0.010

Pzeb3 0.000 0.000 0.002 0.048 0.107

Pzeb5 0.000 0.000 0.024 0.024 0.049

Multilocus (11msats) 0.000 0.002 0.010 0.014 0.026

Significant FST (P , 0.05) are shown in bold.

NATURE | Vol 455 | 2 October 2008 ARTICLES

623

 ©2008 Macmillan Publishers Limited. All rights reserved



gene flow or more recent divergence between phenotypes within
islands than between island populations of the same phenotype. It
implies either parallel maintenance of phenotypic differentiation in
the face of gene flow, or parallel sympatric speciation. All H alleles as
well as the most frequent P allele are shared with several distantly
related cichlid species (Supplementary Fig. 4). The two Pundamilia
H alleles are the most frequent H alleles in those distantly related
species too. Either red Pundamilia populations acquired these alleles
once or multiple times from other species through introgressive
hybridization, or the shared ancestor of red and blue Pundamilia
possessed all the P and H alleles. In either scenario, the H and P allele
split must pre-date the origin of the blue and red Pundamilia species.

Selection on the LWS gene

We analysed sequences up- and down-stream of LWS in a population
(Python) that exhibits strong divergence in LWS but only weak differ-
entiation at microsatellite loci. Sliding-window FST analysis revealed at
least 6 times greater divergence in the LWS gene exons and in 2 kilo-
bases (kb) of upstream sequence (FST . 0.8; Supplementary Fig. 2a)
than in the downstream sequences (FST , 0.15), and more than 50
times greater divergence than at microsatellite loci (Table 2).
Together with results of McDonald tests38 and HKA tests39

(Supplementary Table 4 and Supplementary Information), this is con-
sistent with a recent selective sweep in the red species, associated with
increased presence in a red-shifted environment.

Divergence in the SWS2A opsin gene

We sequenced the SWS2A opsin gene at two islands to test for diver-
gence at the short-wavelength end of the light spectrum. Out of 10
variable nucleotide positions, 5 were synonymous and 5 were located
in introns (Supplementary Table 7). At Kissenda, the SWS2A
sequences were variable in both phenotypes, and differentiated
between them (FST 0.1, P , 0.01). At Makobe, a single SWS2A
sequence variant was almost fixed in P. pundamilia, and the species
were more strongly differentiated, although not as strongly as in LWS
(FST: 0.437, P , 0.001; Fig. 2d).

Female mating preferences

Experiments and field data suggest that female Pundamilia use male
colour as an important mate choice cue19,33,34. Most wild and labo-
ratory-bred Python island females prefer either blue or red males, but
laboratory-bred F1-hybrid females, most laboratory-bred F2-hybrid
females and most Luanso females have no preference between blue
and red males40,41. Combining published data40,41 with previously
unpublished data for 11 females from Python island, we find that
the frequency distributions of female mating preferences differ
between the islands (G-test, P 5 0.02), roughly resembling those of
male nuptial colour (compare Fig. 2f with 2b). The distribution at
Luanso (38 females) had a single mode on no preference, and a skew
towards blue preference. The distribution at Python (27 females) was
bimodal.

We analysed Python island non-hybrid and laboratory-bred F2

hybrid females to ask whether the LWS genotype directly determines
mating preference. For non-hybrids and hybrids combined, we
observed a significant association between individual LWS genotype
and mating preference (x2 5 22, df 5 10, P 5 0.03, 10,000 randomi-
zations). However, this relationship was not significant when
restricted to F2 hybrid females (x2 5 10.2, df 5 6, P 5 0.13, 10,000
randomizations). Hence, variation in the SWS2A-SWS2B-LWS
chromosomal region alone does not strongly predict visual mating
preferences in a laboratory environment: some component of mating
preference seems independent of it, consistent with biometric esti-
mates that implied that the difference in mating preferences between
P. pundamilia and P. nyererei was due to more than one factor40.
Modelling light detection, using solar spectrum, water transmission,
Pundamilia colour patch reflection and Pundamilia visual pig-
ment absorption, suggested that a lmax shift of 4 nm towards longer

wavelengths causes a 10% increase in quantum catch for a fish look-
ing at a red patch16. It seems probable that, in interaction with ambi-
ent light in the natural environment, the opsin genotype more
strongly determines mating preference than it does under standard
laboratory light conditions.

Discussion

Our data on ambient light colour, male nuptial colour, visual pig-
ment lmax and female mating preference indicate sensory drive spe-
ciation, which occurred or is maintained by selection without
geographical isolation. However, we only observed this under a
restricted range of environmental conditions. At all sites with mod-
erately shallow to moderately steep light gradients, two differentiated
populations emerged with strong associations between water depth,
LWS alleles, colouration and preferences (Fig. 3). Strong bimodalities
in the quantitative traits colour and preference, strong heterozygote
deficiencies at the LWS opsin gene, and differentiation at microsa-
tellite loci clearly indicate speciation initiated by strong selection on
LWS. Very steep light gradients, in contrast, were inhabited by single
panmictic populations that showed little variation in LWS, even
though they contained some variation in colour and mating pref-
erence.

The following sensory drive speciation scenario is fully consistent
with our data. First, divergent natural selection between light regimes
at different water depths acts on LWS. Second, sexual selection for
conspicuous colouration is also divergent because perceptual biases
differ between light regimes. Third, their interaction generates initial
deviation from linkage equilibrium between LWS and nuptial colour
alleles as observed on all but the steepest gradients. Fourth, sub-
sequent disruptive selection due to reduced fitness of genotypes with
a mismatch between LWS and colour alleles causes speciation, per-
haps involving reinforcement-like selection for mating preferences,
whereby male nuptial colour may serve as a marker trait for opsin
genotype.

The strong association between LWS alleles and male nuptial col-
ouration with few or no mismatch genotypes in sympatric species
pairs is not restricted to P. pundamilia and P. nyererei (Table 3,
Supplementary Fig. 3 and Supplementary Information). In contrast
with these results, we did not find any such discontinuities in the
frequency distribution of opsin genotypes along very shallow
(between-island) gradients investigated earlier9—that is, intermedi-
ate LWS genotypes predominated in large sections of each gradient.
This suggested the presence of divergent selection but the absence of
disruptive selection (or the absence of an evolutionary response to
disruptive selection). This is consistent with the low migration load
predicted from the very small difference in ambient light that
migrants between adjacent islands experience (Supplementary
Table 1). Despite positive correlations between frequencies of LWS
alleles and male nuptial colour morphs, and complete fixation of
different LWS alleles between some populations, speciation as would
be indicated first, by strong association between LWS and colour and,
second, by genotypic and phenotypic discontinuities was not
observed on these gradients. This may be due to a difference between
the taxa that we studied, but it may also imply that speciation requires
disruptive selection, and hence migration and gene flow between
habitats5,28–30,42. In contrast, when migration exceeds selection, diver-
gence cannot occur either43,44. This explains the absence of speciation
on the steepest of our gradients.

Our results are relevant to conservation because they provide a
mechanistic explanation for the collapse of cichlid fish species divers-
ity during the anthropogenic eutrophication of Lake Victoria8.
Eutrophication changes the slope of environmental light gradients,
and, by steepening them, potentially moves sites from the region in
parameter space that is permissive of species coexistence into the
region that is not. We hope these results help focus attention of
biodiversity conservation efforts in Lake Victoria and other lakes to
issues of water quality.
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METHODS SUMMARY
Ambient, absorbance and transmittance light spectra were measured with an

Ocean Optics PS 1000 spectrophotometer and a 100mm optical fibre, in the
shade between 8:50 and 9:00 in the morning. We calculated the ‘transmittance

orange ratio’ as the ratio of transmittance in the 550–700 nm range over the total

visible range. The ‘light slope’ was obtained by regressing the transmittance

orange ratio against distance (m) from the shore along the lake floor. Male fish

in breeding colouration were collected by angling and netting; 480 males were

photographed immediately in a photo cuvette. Water depth was measured and

recorded to the nearest 0.5 m for each of 960 males. To determine the functional

relevance of the observed amino acid substitutions in the LWS genes, the

sequence of the P allele was reconstructed from the H allele by in vitro mutagen-

esis. The pigments were then expressed, reconstituted and purified as described

elsewhere9. Absorption spectra of reconstituted pigments were measured before

and after irradiation with light (.490 nm). DNA was extracted from fin tissue of

305 individuals and amplified using 11 microsatellite primers. The fragments

were analysed on a Beckman Coulter CEQ 8000 Genetic Analysis System.

Determination of the opsin genes was as described previously13. We sequenced

exons 2–5 of LWS (872 bp), which encode the trans-membrane region, from 263

individuals (526 haplotypes). We sequenced exons 1–5 (including introns) of the

SWS2A gene from males of Makobe island and Kissenda island. For detection of

selection, the LWS gene and its 5-kb upstream and 3.5-kb downstream flanking
sequences (total 10.5 kb) were amplified by long PCR9 and sequenced from 10

red and 9 blue males from Python island. To determine female mating prefer-

ences, we conducted laboratory two-way mate choice assays with females from

Luanso island and Python island and laboratory-bred F2 hybrids from Python

island40.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Ambient light gradients and water clarity. Water transparency was measured

using a white Secchi disk. Ambient, absorbance and transmittance light spectra

between 400 nm and 750 nm were measured every metre between the surface and

3 m water depth with an Ocean Optics PS 1000 spectrophotometer and an

optical fibre (100mm), using SpectraWin 4.16 software (Avantes).

Measurements were taken in the shade, between 8:50 and 9:00 in the morning.

We calculated at every depth the ‘transmittance orange ratio’, which is a property

of the water unaffected by variation in solar irradiance, as the ratio of transmit-

tance in the 550–700 nm range (yellow, orange, red) over the total visible range
(400–700 nm). The steepness of the light gradient, the ‘light slope’, was calcu-

lated by regressing the transmittance orange ratio against the mean distance (m)

from the shore, measured along the lake floor in three transects for every island.

The turbidity-mediated between-island light slopes were calculated by regressing

the transmittance orange ratio measured at every island at 2 m water depth

against the distance (m) from the clear water end of each gradient. The light

differential was measured for both types of gradients as the difference between

the transmittance orange ratios at the end points of a gradient. The largest

possible value is 0.5, which is given when there is no longer any detectable blue

light at the deep end of a gradient (transmittance orange ratio 5 1 (that is, orange

is the only transmitted light); whereas at the surface the full amounts of both blue

and orange light are present (that is, transmittance orange ratio 5 0.5)).

Frequency and depth distribution of male colouration. Males were collected by

angling and gill nets in April and August 2001, February 2003, and January and

May 2005. Photos were taken of 11 (Marumbi), 241 (Luanso), 64 (Kissenda), 34

(Python) and 130 (Makobe) males in breeding dress—480 in total—immediately

on capture in specially designed photographic cuvettes. Photos were scored on a

5-point (0–4) colour phenotype scale by two to five independent observers, and
the mean value was used41 (Fig. 1). Phenotype scoring of different observers was

very similar (Spearman correlations between 0.605 and 0.729, P , 0.05). Linear

regressions with a quadratic term were fitted to the log-transformed counts of the

colour phenotypes from each island separately using R45. Frequency distributions

were compared between islands by G-tests.

Water depth was measured and recorded to the nearest 0.5 m for each of 960

males. The association between phenotype and water depth was tested for each

island separately using ANOVA tests. These males were assigned to colour classes

in the field, and only three robust classes were used: blue, intermediate and red

(corresponding to classes 0 1 1, 2 and 3 1 4). G-tests were performed to com-

pare depth distributions between islands. The curve-fitting procedure in SPSS

(SPSS Inc. 2005) was used to quantify the relationship between strength of

association (F-value) and steepness of the light slope.

LWS absorption spectra. In vitro mutagenesis of LWS for construction of the

sequence of P alleles, expression, reconstitution, purification and measurement

were performed as described previously9 with minor modifications. We measured

absorption spectra of reconstituted pigments before and after irradiation with light

(.490 nm). On the basis of the lmax values determined by 3 independent difference
spectra calculated from the measurements using independent preparations, we

determined the absorption maximum values for each allele with standard errors.

Population genetics of neutral loci. DNA was extracted from fin tissue of

305 individuals (Marumbi 13, Luanso 61, Kissenda 59, Python 84, Makobe

88) and amplified using 11 microsatellite primers developed for these or other

haplochromine species (see Supplementary Methods). We used Arlequin46 to

calculate observed and expected heterozygosities, to test for significance of

departure from Hardy–Weinberg equilibrium for each locus in each population

(1 million MCMC permutations), and for significant deviations from linkage

equilibrium (10.000 permutations). After sequential Bonferroni correction47, 3

out of 55 tests revealed significant deviations from Hardy–Weinberg equilibrium

(1 locus each in P. pundamilia and P. nyererei from Makobe, 1 in P. pundamilia

from Kissenda), and 2 tests of linkage equilibrium were significant: 1 in P.

pundamilia from Python island and 1 in P. pundamilia from Kissenda island.

Because there was no indication of any consistent linkage disequilibrium across

populations between any pair of loci, all loci were retained for subsequent ana-

lysis. Molecular variance among individuals within and between phenotype

groups was visualized in a factorial correspondence analysis performed over

individuals in Genetix 4.05 (ref. 48). FST estimates and their significance were

calculated over 100 permutations, as implemented in Arlequin46.

Population genetics of opsin genes. Determination of the LWS gene was as

described previously13. We determined the sequences of exons 2–5 of LWS

(872 bp), which encode the transmembrane region, from 263 individuals (526

haplotypes): Marumbi (12 individuals; 24 haplotypes), Luanso (27; 54),

Kissenda (62; 124), Python (90; 180) and Makobe (72; 144). Additionally, we

sequenced exons 2–5 of several hundred individuals of other species of Lake

Victoria cichlids (Supplementary Fig. 4). Determination of the SWS2A gene is

described in Supplementary Methods. We sequenced exons 1–5 (including

introns) from males of Makobe (16 P. pundamilia and 17 P. nyererei) and

Kissenda (20 blue and 20 red males). FST values for LWS and SWS2A sequences

were calculated using DnaSP 4.0 (ref. 49). The SWS2A sequence (1,930 bp) was

split into two putative alleles for the analysis.

Molecular signature of selection on LWS. Determination of the LWS flanking

sequences and the tests for detection of selection were performed as described

previously9 with minor modifications. The LWS gene and its 5 kb upstream and

3.5 kb downstream flanking sequences (total 10.5 kb) were amplified by long

PCR9 from 10 red and 9 blue males. To reflect the approximate frequencies of

LWS alleles in the two phenotype populations, we included one heterozygous

(H/P) individual of each nuptial colour. The McDonald test38 was calculated

with the recombination parameter set to 2, 4, 10, 32 and 1,000 replicates.

Female mating preferences. We conducted laboratory two-way mate choice

assays as described elsewhere40. Each female was tested in at least 5 trials with

5 different male pairs. A G-test was used to compare the frequency distributions

of mating preferences between islands.
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ARTICLES

In vivo reprogramming of adult pancreatic
exocrine cells to b-cells
Qiao Zhou1, Juliana Brown2, Andrew Kanarek1, Jayaraj Rajagopal1 & Douglas A. Melton1

One goal of regenerative medicine is to instructively convert adult cells into other cell types for tissue repair and
regeneration. Although isolated examples of adult cell reprogramming are known, there is no general understanding of how
to turn one cell type into another in a controlled manner. Here, using a strategy of re-expressing key developmental
regulators in vivo, we identify a specific combination of three transcription factors (Ngn3 (also known as Neurog3) Pdx1 and
Mafa) that reprograms differentiated pancreatic exocrine cells in adult mice into cells that closely resemble b-cells. The
induced b-cells are indistinguishable from endogenous islet b-cells in size, shape and ultrastructure. They express genes
essential for b-cell function and can ameliorate hyperglycaemia by remodelling local vasculature and secreting insulin. This
study provides an example of cellular reprogramming using defined factors in an adult organ and suggests a general
paradigm for directing cell reprogramming without reversion to a pluripotent stem cell state.

Cells of adult organisms arise from sequential differentiation steps that
are generally thought to be irreversible1. Biologists often describe this
process of development as proceeding from an undifferentiated
(embryonic) cell to a terminally differentiated cell that forms part of
an adult tissue or organ. There are rare examples, however, in which
cells of one type can be converted to another type in a process called
cellular reprogramming or lineage reprogramming2,3. Various forms of
cellular reprogramming are referred to in the literature as transdiffe-
rentiation, dedifferentiation or transdetermination4. For example, cel-
lular reprogramming occurs in amphibian limb regeneration and fly
imaginal disc identity switches5,6, and it may be central to certain types
of pathological metaplasia4. There is long-standing interest and fascina-
tion in reprogramming studies, in part because of the promise of har-
nessing this phenomenon for regenerative medicine whereby abundant
adult cells that can be easily collected would be converted to other
medically important cell types to repair diseased or damaged tissues.

Somatic cell nuclear transfer (SCNT), developed in the 1960s,
demonstrated that nuclei from differentiated adult cells could be repro-
grammed to a totipotent state after injection into enucleated eggs2,7.
More recently, it was shown that a small number of transcription
factors can reprogram cultured adult skin cells to induced pluripotent
stem (iPS) cells8–13. These studies point to the possibility of regenerating
mammalian tissues by first reverting skin or other adult cells to pluri-
potent stem cells and then redifferentiating these into various cell types.
Alternatively, it should be possible to convert one cell type into another
directly, without the need to first revert the cell to an undifferentiated
pluripotent state. Indeed, there are examples in the literature that sug-
gest that this approach is feasible. For example, studies with embryonic
cells have shown that dermal fibroblasts and retinal epithelial cells can
be converted into muscle-like cells14, and pancreatic tissue to liver15. In
adult animals, mature B lymphocytes have been reprogrammed into
macrophages16 or pro-B cells17. Today, well documented examples of
cellular reprogramming, especially in adult animals, remain rare and
have generally been restricted to cases in which a single inducing factor
is involved. The recent work on iPS formation suggests that a specific
combination of multiple factors, instead of a single one, might be the
most effective way to reprogram adult cells8–13.

We developed a strategy to identify adult cell reprogramming
factors by re-expressing multiple embryonic genes in living adult
animals. Our focus on embryonic genes is based in part on regenera-
tion studies in newts, frogs and fish, wherein it has been shown that
dedifferentiation of adult cells to progenitors, a form of cellular
reprogramming, is accompanied by reactivation of embryonic regu-
lators5,18,19. These studies suggest that re-expression of appropriate
embryonic genes may reprogram differentiated cells.

To search for factors that could reprogram adult cells into b-cells,
we focused on transcription factors, a class of genes enriched for
factors that regulate cell fates during embryogenesis. An in situ
hybridization screen of more than 1,100 transcription factors iden-
tified groups of transcription factors with cell-type-specific expres-
sions in the embryonic pancreas20. There are at least 20 transcription
factors expressed in mature b-cells and their immediate precursors,
the endocrine progenitors (Supplementary Table 1). Of these, 9 genes
exhibited b-cell developmental phenotypes when mutated21,22, and
these were selected for initial reprogramming experiments.

We chose mature exocrine cells of the adult pancreas as target cells
for reprogramming. Exocrine cells derive from pancreatic endoderm,
as dob-cells23, and exocrine cells can turn on endocrine programs when
dissociated and cultured in vitro24,25. We carried out our experiments in
vivo so that any induced b-cells would reside in their native envir-
onment, which might promote their survival and/or maturation. In
addition, this approach allows for a direct comparison of endogenous
and induced b-cells. The transcription factors were delivered into the
pancreas in adenoviral vectors. It has been shown that adenovirus
preferentially infects pancreatic exocrine cells, but not islet cells26,
and, because most endogenous b-cells reside within islets (Fig. 1b),
any newly formed (induced) b-cells could be easily detected as extra-
islet insulin1 cells.

Induction of insulin1 cells in adult mice

Adenovirus that co-expresses each transcription factor together with
nuclear GFP (nGFP) was purified. All nine viruses were pooled and
injected as a mixture (referred to as M9, for mixture of nine) into the
pancreata of 2-month-old adult mice (Fig. 1a). The immune-deficient

1Department of Stem Cell and Regenerative Biology, Howard Hughes Medical Institute, Harvard Stem Cell Institute, Harvard University, 7 Divinity Avenue, Cambridge, Massachusetts
02138, USA. 2Department of Pathology, Children’s Hospital, Boston, Harvard Medical School, Harvard Stem Cell Institute, 300 Longwood Avenue, Boston, Massachusetts 02115-
5724, USA.
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Rag12/2 strain was used to avoid complications associated with viral-
elicited immune response27. One month after viral delivery, immuno-
histochemistry revealed a modest increase of extra-islet insulin1 cells
among viral infected cells (nGFP1) in two out of three animals
(Fig. 1d). To determine which of the nine factors are required, indi-
vidual factors were removed from the pool one at a time. Pools lacking
Nkx2.2, Nkx6.1 or Pax4 continued to produce increased extra-islet
insulin1 cells (data not shown), suggesting that these genes are dis-
pensable. Results for the other six genes were inconclusive. We con-
ducted another round of factor withdrawal with mixtures of the
remaining six genes (M6); three of them, Ngn3, Pdx1 and Mafa,
proved to be absolutely required (Fig. 1d). The combination of these
three factors (referred to as M3) converted .20% of infected cells to
insulin1 cells (red cells with green nuclei, Fig. 1c, e). Notably, single
factors or combinations of any two factors did not elicit this effect
(Fig. 1e). Antibody labelling confirmed that these three inducing fac-
tors are co-expressed in the induced insulin1 cells (Supplementary
Fig. 1). NeuroD (also known as Neurod1) can functionally
replace Ngn3 in M3, but the resulting cocktail has reduced induction
efficiency (Fig. 1e).

We noticed that the percentage of insulin1 cells among infected
cells increases with progressive removal of factors from the pool such
that M3 induces more insulin1 cells than M6, whereas M6 is better
than M9 (Fig. 1d, e). This is probably due to the fact that a constant
volume of virus was injected into each animal, regardless of the viral

combinations. The effective concentration of Ngn3, Pdx1 and Mafa
viruses in a cocktail, therefore, increases when fewer factors are
included. New insulin1 cells were detected 3 days after injection,
but the expression level was low. The intensity of insulin staining
increased gradually so that, by day 10, the level was comparable to
that of endogenous b-cells (Supplementary Fig. 2). These new insu-
lin1 cells were still present after 3 months, the longest time point that
we analysed, and remained as scattered individual cells or small clus-
ters and did not form islets (Fig. 1c). The reprogramming effect of the
three factors appeared to be rather specific for pancreatic exocrine
cells: infection of skeletal muscle in vivo or fibroblasts in vitro with M3
did not induce insulin expression, despite extensive co-expression of
the three factors in the target cells (Supplementary Fig. 1).

New insulin1 cells come from exocrine cells

Lineage analysis was performed to determine the origin of the new
insulin1 cells. The five major cell types in the adult pancreas can be
detected with lineage-specific molecular markers: exocrine (amylase),
duct (Ck19), endocrine (insulin, glucagon, somatostatin
and pancreatic polypeptide), vascular (PECAM) and mesenchymal
(nestin and vimentin) cells. On injection with a control nGFP virus,
most infected cells (.95%) were found to be mature amylase1

exocrine cells (Fig. 2a, b), consistent with previous reports26. Non-
exocrine cells together accounted for approximately 5% of the
infected population. Because more than 20% of M3-infected cells
become insulin1 10 days after viral delivery, it suggests that non-
exocrine cells can contribute, at most, to a minor fraction of these
new insulin1 cells. As there is little cell death and no enhanced pro-
liferation during this reprogramming (Supplementary Fig. 3), most
insulin1 cells would thus appear to originate from mature exocrine
cells. To confirm the exocrine origin of the new insulin1 cells, we
genetically labelled mature exocrine cells with a mouse line
(Cpa1CreERT2) that expresses an inducible form of Cre recombinase
(CreERT2) specifically in adult exocrine cells20 (Fig. 2c). When crossed
with the R26R reporter line, tamoxifen induction in double hetero-
zygous Cpa1CreERT2;R26R adults indelibly labelled 5–10% of mature
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Figure 1 | A combination of three transcription factors induces
insulin1 cells in adult mouse pancreas in vivo. a, Schematic diagram of the
experimental strategy. Adenoviruses encoding bicistronic transcription
factor (TF) and nGFP linked by an IRES element (I) were injected into the
pancreas of an adult mouse (Rag2/2). CMV, cytomegaloviral promoter.
b, Wild type (WT) pancreas is predominantly exocrine tissue with insulin1

b-cells in the islet (outlined). Nuclei were stained blue with DAPI. c, One
month after infection with a combination of Ngn3, Pdx1 and Mafa viruses
(pAd-M3), numerous insulin1 cells appear outside of islets.
d, e, Quantification of induction one month after infection. M9, M6: mixture
of 9 and 6 different viruses, respectively. Data are presented as mean 1 s.d.;
n 5 3 animals. ,1,000 nGFP1 cells were counted per animal. Asterisk,
P , 0.05; two asterisks, P , 0.01; three asterisks, P , 0.001.
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nGFP-infected cell types. Data are presented as mean 1 s.d., n 5 3 animals.
,1,000 nGFP1 cells were counted. c, Double heterozygous
Cpa1CreERT2;R26R adult mice are injected with tamoxifen (TM), which
labels the mature exocrine cells with b-galactosidase (bgal). Reprogramming
is subsequently induced by infection with pAd-M3. d–f, Ten days after
infection, many bgal1insulin1 cells (arrows) are present. e and f are insulin
(red)/GFP (green) and bgal (blue) channels of d, respectively.
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exocrine cells with b-galactosidase (Fig. 2d, f); no label was found in
other cell types. After pAd-M3 injection, many b-galactosidase1 cells
become insulin1 (Fig. 2d–f, pink cells), providing direct evidence that
mature exocrine cells give rise to new insulin1 cells.

Induced b-cells closely resemble islet b-cells

We next examined the new insulin1 cells to determine the extent to
which they have been reprogrammed. Morphologically, exocrine
cells are large with a cobble stone appearance (Fig. 3a, b) whereas
islet b-cells are much smaller and spindle shaped (Fig. 3a). When
dissociated into single cells, the diameter of amylase1 exocrine cells
range from 25mm to 17 mm whereas insulin1 b-cells range from 9mm
to 15mm. The induced cells are indistinguishable from islet b-cells in
size and shape (Fig. 3b, c).

At the ultrastructural level, the reprogrammed cells have all the
hallmarks of islet b-cells (Fig. 3d, e). They possess the small dense
secretory granules characteristic of insulin granules, and lack the
large zymogen granules and dense assemblies of endoplasmic reticu-
lum that are characteristic of exocrine cells (Fig. 3d, e). Immuno-
electron microscopy further showed that the induced b-cells express
both GFP in the nucleus and abundant insulin in the granules
(Supplementary Fig. 4). Interestingly, the induced b-cells often
appeared on the electron micrograph as intercalated within exocrine
acinar rosettes (Fig. 3e). In wild-type pancreatic samples, rare single
or small clusters of b-cells reside outside islets, but they often associ-
ate with duct but not exocrine cells. The unique position of induced
cells probably reflects their exocrine origin.

Molecular marker analysis reveals that most of the insulin1 cells
co-express genes essential for b-cell endocrine function including
glucose transporter 2 (Glut2, also known as Slc2a2, expressed in

92.8% of the new insulin1 cells), glucokinase (GCK, 96.7%), pro-
hormone convertase (PC1/3, also known as Pcsk1, 86.7%; Fig. 4a–c
and Supplementary Fig. 5), and the key b-cell transcription factors
NeuroD (88.9%), Nkx2.2 (85.3%) and Nkx6.1 (85.9%; Fig. 4d–f and
Supplementary Fig. 5). The induced insulin1 cells express C-peptide
(part of proinsulin; Fig. 4h). Expression profile analysis of the repro-
grammed cells further indicates a strong overlap of endocrine-
enriched genes between reprogrammed cells and islet cells, suggesting
a high degree of similarity between their endocrine programs
(Supplementary Fig. 6).

The new b-cells do not express exocrine genes such as amylase or
Ptf1a, the duct marker Ck19 (also known as Krt19), mesenchy-
mal markers nestin and vimentin, nor the neuronal marker Tuji
(b-tubulin III, also known as Tubb3) (Fig. 4g, Supplementary Fig. 5
and data not shown). Nor do the new b-cells express any other
pancreatic hormones such as glucagon, somatostatin or pancreatic
polypeptide (Fig. 4h, i and Supplementary Fig. 5). Thus, the new
b-cells do not exhibit a hybrid or mixed phenotype, indicating silenc-
ing of non-b-cell programs.

The primary function of b-cells is to synthesize and release insulin.
To facilitate the release of insulin into the circulation, b-cells, unique
among pancreatic cell types, synthesize vascular endothelial growth
factor (VEGF), which promotes local angiogenic remodelling28.
Notably, induced b-cells similarly synthesize VEGF and induce
angiogenesis so that blood vessels form next to these new cells
(Fig. 5a, b). Quantification indicates that, in nGFP controls, 32%
of infected cells lie adjacent to blood vessels whereas 61% and 83%
of induced b-cells are directly juxtaposed to blood vessels 10 days and
30 days after induction, respectively.
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To test whether induced b-cells release insulin, mice were rendered
diabetic by streptozotocin (STZ) injection, which specifically ablates
islet b-cells. When subsequently injected with pAd-M3, fasting blood
glucose levels of hyperglycaemic animals showed a significant and
long-lasting improvement compared to animals injected with con-
trol (nGFP) virus (Fig. 5d). In addition, the pAd-M3 animals showed
increased glucose tolerance (Supplementary Fig. 7), had increased
insulin levels in the serum (non-fasting, P , 0.01, Fig. 5e) and
possessed large numbers of induced b-cells (Fig. 5f). Polymerase
chain reaction with reverse transcription (RT–PCR) analysis and
direct observation revealed that virus injected into the pancreas does
not spread to other internal organs such as liver and intestine that,
theoretically, could modulate insulin secretion and/or response
(Supplementary Fig. 8). In addition, we found no evidence that
STZ-treated animals show spontaneous conversion of exocrine cells
to b-cells (Supplementary Fig. 8). As the data in Fig. 5 show, the total
number of induced b-cells is rather small compared to the number of
b-cells in normal animals and this may account for the limitation to
the effectiveness in restoring glucose homeostasis. Alternatively,
because the new b-cells are not reorganized into islet structures, this
may limit their effectiveness. Together, these data show that induced
b-cells can produce and secrete insulin in vivo.

Inducing factors are required only transiently

Our results thus far support the contention that a combination of
three transcription factors fully reprograms exocrine cells tob-cells in
vivo. To determine whether continued presence of these factors is
required to maintain the phenotype of reprogrammed cells, we used
RT–PCR and primers specific to viral transgenes to detect their pre-
sence. Transgene expression from all three viruses was substantially
diminished after 1 month and was undetectable after 2 months

(Supplementary Fig. 9). Ngn3 protein was undetectable by antibody
staining 1 month after infection (Supplementary Fig. 9). Pdx1 and
Mafa protein expression in the induced b-cells, however, remains
consistently strong even after 2 months, indicating the activation of
endogenous genes (Supplementary Fig. 9). These results are consist-
ent with the fact that endogenous islet b-cells do not express Ngn3,
but do express Pdx1 and Mafa21,22. Thus, a transient expression of the
inducing factors is sufficient to convert exocrine cells to a stable new
b-cell state.

b-cell reprogramming does not involve dedifferentiation

In principle, the conversion of exocrine cells tob-cells could be direct or
involve dedifferentiation to common progenitors that then rediffe-
rentiate into b-cells. Indeed, exocrine and b-cells share a common
progenitor during embryogenesis that is characterized by rapid divi-
sion and expression of genes including Sox9 and Hnf6 (also known as
Onecut1; ref. 20). Continuous 5-bromodeoxyuridine (BrdU) labelling
over the first 10 days of reprogramming, however, shows that few
induced b-cells (3.2%) have divided (Supplementary Fig. 3). In com-
parison, 12.9% of endogenous islet b-cells in the same animals incor-
porated BrdU (Supplementary Fig. 3). In addition, we detected no
induction of Sox9 or Hnf6 (data not shown). These results suggest that
in vivo reprogramming of exocrine to b-cells is a direct conversion of
cell types and does not involve dedifferentiation. We can not formally
exclude the possibility that a very transient or partial dedifferentiation
may occur, but our results indicate that extensive replication and rever-
sion to a dedifferentiated cell for an appreciable time does not occur.

Discussion

Our results provide evidence that fully differentiated exocrine cells
can be directly reprogrammed into cells that closely resemble b-cells
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in adult animals by a combination of just three transcription factors.
The three reprogramming factors, Ngn3, Pdx1 and Mafa, are known
to be important in the embryonic development of pancreas and
b-cells21,22. In contrast, many additional factors are also required
for b-cell development21,22. Further studies will be necessary to
understand why this particular combination is sufficient for adult
b-cell reprogramming.

The induced b-cells do not organize into islet structures and
remain as single cells or small clusters. Signalling between b-cells
inhibits basal insulin secretion and enhances glucose-stimulated
insulin secretion29. The lack of organization of induced b-cells
undoubtedly impairs their function. Strategies that promote aggrega-
tion of the induced b-cells in adult should help to restore full glucose
responsiveness.

There have been previous attempts to convert adult liver cells to
b-cells in vivo by expressing pancreatic transcription factors27,30–32.
These factors were able to induce expression of some pancreatic
genes, but not phenotypic or morphological conversion into func-
tional b-cells27,30–32. Mature exocrine cells can turn on endocrine
programs when dissociated and cultured in vitro24,25,33,34.
Interestingly, dissociation itself is apparently sufficient to initiate
endocrine programs whereas the addition of growth factors is neces-
sary for cell survival24,25,33,34. However, the molecular mechanisms of
this process remain largely unknown. Other studies have shown that
pancreatic duct cells and liver cells could be induced to express cer-
tain b-cell gene products in culture35–37. Most of these studies, how-
ever, did not address whether these cells possess a hybrid phenotype.
In addition, RT–PCR on populations of cells, instead of single-cell
resolution immunohistochemistry, was routinely used to evaluate
the expression of b-cells markers. It is unclear how many cells actually
expressed these markers or at what level. Finally,b-cells exhibit highly
unstable phenotypes when cultured and appear to transform into
fibroblast-like cells38,39. In vitro generation of b-cells will probably
require suitable culture conditions that have yet to be discovered.

It is surprising that the reprogramming of exocrine cells to b-cells
does not involve multiple rounds of cell proliferation. It is generally
thought that epigenetic changes that underlie reprogramming events
are most easily made during cell division2. It may be the case that
many reprogramming events do indeed involve obligatory prolifera-
tion steps4. In contrast, reprogramming of B lymphocytes to macro-
phages seems to be cell-cycle-independent16. Early SCNT
experiments also provided evidence for reprogramming without
DNA replication40.

Reprogramming of exocrine cells to b-cells occurs at a relatively
fast speed, with the first insulin1 cells appearing at day 3, and with
efficiency of up to 20%. This is in contrast with recent reports of
reprogramming fibroblasts to embryonic stem cells8–13, where it takes
a considerably longer time (7–30 days) and the efficiency is much
reduced (typically less than 0.1%). This may be due to the fact that
pancreatic exocrine and b-cells are closely related cell types and share
much of their epigenomes whereas the epigenomes of fibroblasts and
embryonic stem cells are largely dissimilar. Conversion between exo-
crine and b-cells may therefore require fewer epigenetic changes.

Recent advances in mammalian cellular reprogramming with
defined genes collectively point to the possibility that a limited num-
ber of factors could reprogram any given adult cell to a different type
of cell such as a stem cell, a committed progenitor or another mature
cell type. All these studies relied on knowledge of the normal develop-
ment of these cell types, which enabled the manipulation of key
developmental regulators in adult cells. This approach may prove
to be a general strategy for directing adult cell reprogramming. The
recent reprogramming of human skin cells to iPS cells raises the
possibility of generating patient-specific human embryonic stem
lines for therapies9,10,13. This would be the first step in a process that
will then require directed differentiation of the iPS cells to produce
therapeutically important cell types such as neurons, cardiomyocytes
or pancreatic b-cells. In principle, patient-specific cell therapies

could be achieved more directly by reprogramming abundant and
easily accessible patient-specific human cells such as fibroblasts,
blood cells or adipocytes.

METHODS SUMMARY
Adenovirus construction and purification. Genes of interest were first cloned

into a shuttle vector containing an internal ribosome entry site linked to nuclear

GFP (IRES-nGFP), and then into the pAd/CMV/V5-DEST adenoviral vector

(Invitrogen). High titre virus (.1 3 1010 plaque-forming units (p.f.u.) per ml)

was obtained by purification with the AdEasy Kit (Stratagene).

Animals, surgery and physiological studies. Rag12/2 and Rag12/2;NOD ani-

mals were obtained from Jackson Laboratories. Adult animals (.2 months old)
were injected with 100ml (.1 3 109 p.f.u.) of purified adenovirus directly into

the splenic lobe of the dorsal pancreas. Blood glucose was measured with

Ascensia Elite blood glucose meter. Insulin levels were determined with an

Ultrasensitive insulin ELISA kit (Alpco).

Immunohistochemistry, BrdU labelling and TUNEL analysis. This was per-

formed as previously described41. BrdU (1 mg ml21) was provided in drinking

water for BrdU labelling after surgery. Apoptotic cells were recognized by

TUNEL (terminal dUTP nick-end labelling) with a TMR red cell death kit

(Roche).

Electron microscopy. Dissected pancreas was fixed in 4% paraformaldehyde and

0.1% glutaraldehyde for 2 h at room temperature (24 uC). For conventional trans-

mission electron microscopy, samples were further fixed by osmium tetroxide,

embedded in Epon resin and sectioned at 60–80 nm. For immunogold labelling,

ultrathin sections were cut at 2120 uC and stained with gold-conjugated anti-

bodies. Images were obtained with a Tecnai G2 Spirit BioTWIN transmission

electron microscope.

FACS analysis and gene profiling. Pancreas was digested with liberase and

elastase (Roche) to single cells. GFP1 cells were isolated by FACS with

FACSaria (BD Bioscience). Biotin-labelled complementary RNA probes were

synthesized with the Illumina TotalPrep RNA Amplification kit (Ambion).

Gene profiling was performed with Sentrix BeadChip Array MouseRef-8 v1.1

(Illumina). Data were analysed with the BeadStudio software.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Viral injection and tissue collection. For adult pancreas, ,100ml purified virus

was injected directly into 2–3 foci of the dorsal splenic lobe with a 3/10 cc Insulin

Syringe (Becton Dickinson). For skeletal muscle, ,20ml virus was injected into

the upper thigh. At the time of tissue collection, the infected portion of the tissue

was visualized by GFP fluorescence and dissected out. For adult pancreas, typically

,50% of the dorsal pancreas was taken.

Immunohistochemistry. Adult mouse pancreata were fixed by immersion in

4% paraformaldehyde for 2 h at 4 uC. Samples were subsequently incubated in

30% sucrose solution overnight (6–12 h) and embedded with optimal cutting
temperature compound (Tissue-Tek).

The following primary antibodies were used: rat anti-E-cadherin (Zymed), rat

anti-Pecam1 (Pharmingen), goat anti-Ngn3 (Santa Cruz), guinea-pig anti-insu-

lin (Dako), guinea-pig anti-glucagon (Linco), guinea-pig anti-Pancreatic poly-

peptide (Linco), rabbit anti-somatostatin (Dako), rabbit anti-pancreatic

polypeptide (Dako), goat anti-somatostatin (Santa Cruz), goat anti-Pdx1

(Santa Cruz), guinea-pig anti-Pdx1 (gift from C. Wright), goat anti-b-galactosi-

dase (Biogenesis), goat anti-amylase (Santa Cruz), mouse anti-BrdU

(Amersham), rabbit anti-mafA (Bethyl), chick anti-nestin (Ames), chick anti-

vimentin (Chemicon), goat anti-Glut2 (Santa Cruz), goat anti-VEGF (R&D),

rabbit anti-PC1/3 (Chemicon), goat anti-glucokinase (Santa Cruz), rabbit anti-

Ck19 (Melton laboratory stock), rabbit anti-chromogranin A/B (RDI), rabbit

anti-Ptf1a (gift from H. Edlund), goat anti-NeuroD (Santa Cruz), rabbit anti-

Nkx6.1 (BCBC), rabbit anti-Sox9 (Santa Cruz), goat anti-Nkx2.2 (Santa Cruz)

and rabbit anti-c-peptide (Linco).

Rodamin-Red-X-, FITC-, Cy5- and Alexa-dye-conjugated donkey secondary

antibodies were obtained from the Jackson Immunoresearch Laboratories and

Molecular Probes Inc. Tyramide amplification system (PerkinElmer) was used
for PC1/3 and glucokinase staining. Immunofluorescence pictures were taken

with a Zeiss LSM 510 META confocal microscope.

Cpa1CreERT2 labelling of mature exocrine cells. Cpa1CreERT2;R26R double

heterozygous animals were generated by mating homozygous Cpa1CreERT2

males with R26R homozygous females (Jackson laboratory). Two-month-old

Cpa1CreERT2;R26R adults were injected with tamoxifen at 6 mg per animal every

third day four times to label mature exocrine cells.

Physiological studies. Diabetic animals were produced with intraperineal injec-

tion of streptozotocin (120 mg per g body weight) after overnight fasting with

2-month-old adult animals of the Rag1 strain (Jackson laboratory).

Hyperglycaemic animals that displayed .250 mg dl21 fasting blood glucose

levels for at least two consecutive days were used for experiments.

Fasting blood glucose was measured on tail-vein blood with an Ascensia Elite

glucometer (Bayer) after 6–8 h fasting. The non-fasting insulin level was deter-

mined from tail-vein blood collected around 9 to 10 am with an Ultrasensitive

Insulin ELISA kit (Alpco).

The average b-cell number per section was determined by sectioning

through the entire pancreas at 15mm and collecting every third section.
Twenty randomly selected sections were immunostained for insulin and 4,6-

diamidino-2-phenylindole (DAPI) to visualize individual b-cells. The total

number of b-cells was counted and averaged from three animals.

The glucose tolerance test was performed by fasting animals overnight (12 h),

followed by intraperineal injection of glucose (3 g per kg body weight).

Electron microscopy. Small pieces of pancreatic samples (1–2 mm) were fixed

with 4% paraformaldehyde and 0.1% glutaraldehyde for 2 h at room temperature.

For conventional electron microscopy, samples were further refixed with a

mixture of 1% osmiumtetroxide (OsO4) plus 1.5% potassium ferrocyanide

(KFeCN6) for 2 h, were washed in water and stained in 1% aqueous uranyl

acetate for 1 h followed by dehydration in grades of alcohol (50%, 70%, 95%,

2 3 100%) and propyleneoxide (1 h), and then infiltrated in

propyleneoxide:Epon 1:1 overnight and embedded in TAAB Epon (Marivac

Canada Inc.). Ultrathin sections (about 60–80 nm) were cut on a Reichert

Ultracut-S microtome, picked up on to copper grids, stained with 0.2% lead

citrate and examined in a Tecnai G2 Spirit BioTWIN transmission electron

microscope. Images were taken with an AMT CCD camera.

For immunoelectron microscopy, fixed samples were infiltrated with 2.3 M

sucrose in PBS for 30 min then frozen in liquid nitrogen. Frozen samples were

sectioned at 2120 uC, the sections transferred to formvar–carbon-coated copper

grids and floated on PBS until the immunogold labelling was carried out.

The gold labelling was carried out at room temperature on a piece of parafilm.

All antibodies and protein-A gold were diluted in 1% BSA. The diluted antibody

solution was centrifuged for 1 min at .10,000g before labelling to avoid possible

aggregates. Grids were floated on drops of 1% BSA for 10 min to block unspecific

labelling, transferred to 5-ml drops of primary antibody and incubated for

30 min. The grids were then washed in four drops of PBS for a total of 15 min,

transferred to 5-ml drops of protein-A gold (G. Posthuma) for 20 min, and

washed in four drops of PBS for 15 min and six drops of double-distilled water.

For double labelling, after the first protein-A gold incubation, grids were

washed in four drops of PBS for a total of 15 min and then transferred to a drop

of 0.2% glutaraldehyde in PBS for 5 min, and washed in four drops of PBS/

0.15 M glycine (to quench free aldehyde groups). Following this, the second

primary antibody was applied, followed by PBS wash and different size pro-

tein-A gold as described previosuly. The antibodies used were rabbit anti-GFP

(Invitrogen) and guinea-pig anti-insulin (Dako).

Contrasting/embedding of the labelled grids was carried out on ice in 0.3%

uranyl acetete (Electron Microcopy Sciences) in 2% methyl cellulose (Sigma) for

10 min. Grids were picked up with metal loops (diameter slightly larger than the

grid) and the excess liquid was removed by streaking on a filter paper (Whatman,

number 1), leaving a thin coat of methyl cellulose (bluish interference colour

when dry).

The grids were examined in a Tecnai G2 Spirit BioTWIN transmission electron

microscope and images were recorded with a 2k AMT CCD camera.

FACS analysis, islet isolation and gene profiling. For FACS sorting of GFP1

cells, pancreata infected by the M3 inducing factors for one month were perfused

through the common bile duct, digested with liberase and elastase (Roche), and

further dissociated into single cells with EDTA incubation. GFP1 cells were

isolated by FACS with FACSaria (BD Bioscience). Staining of sorted cells indi-

cates that ,70% of total sorted cells are GFP1 and ,22% are insulin1.

Islets were isolated by liberase digestion of the pancreas of Pdx1–GFP animals.

Islets were picked manually under a fluorescent dissecting scope. Pancreatic cells

devoid of GFP1 islets were collected as the non-islet sample.

RNA was extracted with Trizol reagent (Invitrogen). Biotin-labelled cRNA

probes were synthesized with the Illumina TotalPrep RNA amplification kit

(Ambion). Gene profiling was performed with Sentrix BeadChip Array

MouseRef-8 v1.1 (Illumina) that contains probes for ,19,000 genes. Data were

analysed with BeadStudio software. For identifying differentially enriched genes,

the following parameters suggested by Illumina were used: P value , 0.05, Diff

score . 30, average signal . 100.

RT–PCR. Pancreatic tissues were harvested and immediately frozen in liquid

nitrogen. Total RNA was extracted with the RNeasy kit (Qiagen). First-strand

cDNA was synthesized with Superscript III kit (Invitrogen). Thirty cycles of

semiquantitative RT–PCR were performed using the standard protocol. The

following primer pairs were used: Ngn3 viral transgene: ,350 bp, Ngn3.F:

CAGACGCTGCGCATAGCGGACCAC, IRES2.R: GCGGCTTCGGCCAGTAA

CGTTAG. Pdx1 viral transgene: ,1.2 kb, Pdx1.F: GGAGCAAGATT

GTGCGGTGACCTC, IRES2.R: GCGGCTTCGGCCAGTAACGTTAG. Mafa

viral transgene: ,300 bp, Mafa.F: ACATTCTGGAGAGCGAGAAGTGCC,

IRES2.R: GCGGCTTCGGCCAGTAACGTTAG. GADPH: ,400 bp, F: ACCA

CAGTCCATGCCATCAC, R: TCCACCACCCTGTTGCTGTA.
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Structure of the Tribolium castaneum
telomerase catalytic subunit TERT
Andrew J. Gillis1, Anthony P. Schuller1 & Emmanuel Skordalakes1

A common hallmark of human cancers is the overexpression of telomerase, a ribonucleoprotein complex that is responsible
for maintaining the length and integrity of chromosome ends. Telomere length deregulation and telomerase activation is an
early, and perhaps necessary, step in cancer cell evolution. Here we present the high-resolution structure of the Tribolium
castaneum catalytic subunit of telomerase, TERT. The protein consists of three highly conserved domains, organized into a
ring-like structure that shares common features with retroviral reverse transcriptases, viral RNA polymerases and B-family
DNA polymerases. Domain organization places motifs implicated in substrate binding and catalysis in the interior of the ring,
which can accommodate seven to eight bases of double-stranded nucleic acid. Modelling of an RNA–DNA heteroduplex in
the interior of this ring demonstrates a perfect fit between the protein and the nucleic acid substrate, and positions the 39-end
of the DNA primer at the active site of the enzyme, providing evidence for the formation of an active telomerase elongation
complex.

Telomerase is active in the early stages of life to maintain telomere
length and therefore the chromosomal integrity of frequently divid-
ing cells, and it becomes dormant in most somatic cells during adult-
hood1,2. The ability of telomeres to provide genomic stability is
diminished over time owing to both the natural loss of telomeric
structure with every cell division, and the loss of telomerase activ-
ity—a process which leads to ageing3,4. In cancer cells, however,
telomerase becomes reactivated and works tirelessly to maintain
the short length of telomeres of rapidly dividing cells, leading to their
immortality5,6. The essential role of telomerase in cancer and ageing
makes it an important target for the development of therapies to treat
cancer and other age-associated disorders.

Telomerase functions as both a monomer and a dimer7–10, and
consists of a protein subunit (TERT) and an integral RNA component
(TER) which contains the template that TERT uses to add several
DNA repeats to the 39-end of linear chromosomes11,12. TERT, the
catalytic subunit of telomerase, is highly conserved among phylogen-
etic groups and shares common motifs with conventional reverse
transcriptases, suggesting an overall conservation of the basic catalytic
mechanism between these two classes of enzymes13,14. Although TER
varies considerably in size, sequence and structure between species,
core structural elements are conserved, suggesting that there is a com-
mon mechanism of telomere replication among organisms15,16.

A functional telomerase holoenzyme requires the stable asso-
ciation of the ribonucleoprotein complex, a process mostly carried
out by the RNA-binding domain (TRBD)17,18. Weak interactions
have been reported between TER and both the far amino-terminal
domain (a low conservation region of TERT) and the polymerase
domain (reverse transcriptase)18,19. Current evidence suggests that
TRBD binds to the template boundary element of TER, usually a
stem loop or a pseudoknot flanked by regions of single-stranded
RNA20–23. The TRBD–TER association also promotes repeat addition
processivity, which is a unique feature of telomerase19–22,24.
Telomerase repeat addition processivity is also attributed to the
IFD (insertion in fingers domain) motif of reverse transcriptase
and the carboxy-terminal extension (CTE) proposed to constitute
the putative ‘thumb’ domain of telomerase25–27.

Initiation of telomere synthesis requires the loading of telomerase
onto the end of the chromosomes and the pairing of the 39-end of the
linear DNA substrate with the templating region (usually one and a
half repeats of the telomeric repeat)28–30. Pairing of the DNA with the
RNA template places the 39-end of the DNA substrate at the active site
of the enzyme for nucleotide addition, whereas the RNA template
provides the platform for the successive rounds of nucleotide addition
and selectivity. RNA–DNA pairing alone is not sufficient for a stable
and active telomerase elongation complex and requires extensive con-
tacts of the DNA substrate with both the reverse transcriptase and the
putative thumb domain of TERT25,31. In some organisms, contacts
between the far N-terminal domain and a DNA site upstream of the
RNA–DNA hybridization region allow the enzyme to remain attached
to the end of the chromosomes during translocation32,33.

Here we present, to our knowledge, the first high-resolution struc-
ture of the catalytic subunit of telomerase. This structure, together
with previous biochemical data, provides insights into TERT–TER–
DNA assembly and elongation complex formation.

Architecture of the TERT structure

We have solved the structure of the full-length catalytic subunit of the
T. castaneum active telomerase34,35, TERT, to 2.71 Å resolution. There
is a dimer in the asymmetric unit; however, the protein alone is
clearly monomeric in solution as indicated by gel filtration and
dynamic light scattering (results not shown) suggesting that the
dimer we observe in the crystal is the result of crystal packing. This
notion is further supported by the fact that a different crystal form
(Supplementary Table 1) of the same protein also contains a dimer in
the asymmetric unit of a different configuration than the one pre-
sented here. It is worth noting that the TERT from this organism does
not contain an N-terminal domain, a low conservation region of
telomerase (Fig. 1a, b).

The TERT structure is composed of three distinct domains: an
RNA-binding domain (TRBD), the reverse transcriptase domain
and the CTE thought to represent the putative thumb domain of
TERT (Fig. 1a, c). The TRBD is mostly helical and contains an
indentation on its surface formed by two conserved motifs (CP

1Gene Expression and Regulation Program, The Wistar Institute, 3601 Spruce Street, Philadelphia, Pennsylvania 19104, USA.
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and T) known to bind the double- and single-stranded RNA regions
of the template boundary element, respectively24 (Fig. 2a). Structural
comparison of the TRBD from T. castaneum with that of the prev-
iously determined structure from Tetrahymena thermophila24 shows
similarity between the two structures (root mean squared deviation
(r.m.s.d.) 2.7 Å), suggesting that a high degree of structural conser-
vation occurs between these domains across organisms of diverse
phylogenetic groups.

The reverse transcriptase domain is a mixture of a-helices and
b-strands organized into two subdomains that are most similar to
the ‘fingers’ and ‘palm’ subdomains of retroviral reverse transcrip-
tases36, viral RNA polymerases37 and B-family DNA polymerases38

(Supplementary Fig. 1a–d), and contains important signature motifs
that are hallmarks of these families of proteins14 (Fig. 2b). Structural
comparisons of TERT with the HIV reverse transcriptases show that
the fingers subdomain of TERT is arranged in the open configuration
with respect to the palm subdomain, which is in good agreement with
the conformation adopted by HIV reverse transcriptases in the
absence of bound nucleotide and nucleic acid substrates39. One
notable difference between the putative palm domain of TERT and
the HIV reverse transcriptases is a long insertion between motifs A
and B’ of TERT; this is referred to as the IFD motif and is required for
telomerase processivity27. In the TERT structure, the IFD insertion
consists of two antiparallel a-helices (a13 and a14) located on the
outside periphery of the ring and at the interface of the fingers and the
palm subdomains (Fig. 2b). These two helices are almost in a parallel
position with the central axis of the plane of the ring, make extensive
contacts with helices a10 and a15, and have an important role in the
structural organization of this part of the reverse transcriptase
domain. A similar structural arrangement is also present in viral
polymerases, and the equivalent of helix a10 in these structures is
involved in direct contacts with the nucleic acid substrate40

(Supplementary Fig. 1c).
In contrast to the reverse transcriptase domain, the CTE is an elon-

gated helical bundle that contains several surface-exposed long loops
(Fig. 2c). A search in the protein structure database using the secondary-
structure matching software (http://www.ebi.ac.uk/msd-srv/ssm)41

produced no structural homologues, suggesting that the CTE domain
of telomerase adopts a new fold. Structural comparison of TERT with
the HIV reverse transcriptase, with the viral RNA polymerases and with
the B-family DNA polymerases places the thumb domain of these
enzymes and the CTE domain of TERT in the same spatial position
with respect to the fingers and palm subdomains. This suggests that the
CTE domain of telomerase is the thumb domain of the enzyme, a
finding that is in good agreement with previous biochemical studies25

(Supplementary Fig. 2).
TERT domain organization brings the TRBD and thumb

domain—which constitute the terminal domains of the mole-
cule—together, an arrangement that leads to the formation of a
ring-like structure that is reminiscent of the shape of a doughnut
(Fig. 1a, b). Several lines of evidence suggest that the domain organ-
ization of the TERT structure presented here is biologically relevant.
First, the domains of four TERT monomers observed in two different
crystal forms (two in each asymmetric unit) all have the same organ-
ization (average r.m.s.d. 5 0.76 Å between all four monomers).
Second, contacts between the N- and the C-terminal domains of
TERT are extensive (1,677 Å2) and largely hydrophobic in nature,
an observation that is consistent with previous biochemical studies42

(Supplementary Fig. 3). Third, TERT domain organization is similar
to that of the polymerase domain (p66 minus the RNase H domain)
of its closest homologue, HIV reverse transcriptase36. It is also similar
to the domain organization of the viral RNA polymerases37 and that
of the B-family DNA polymerases, particularly RB69 (ref. 38;
Supplementary Fig. 1a–d). The arrangement of the TERT domains
creates a hole in the interior of the particle that is ,26 Å wide and
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,21 Å deep, sufficient to accommodate double-stranded nucleic acid
approximately seven to eight bases long and in good agreement with
existing biochemical data43,44.

The TERT ring binds double-stranded nucleic acid

To understand better how the TERT ring associates with RNA–DNA
to form a functional elongation complex, we modelled double-
stranded nucleic acid into its interior using the complex of HIV
reverse transcriptase with DNA36, the closest structural homologue
of TERT (Fig. 3a). The TERT–RNA–DNA model immediately shows
some notable features that support our model of TERT–nucleic-acid
associations. The hole of the TERT ring, and where the nucleic acid
heteroduplex is projected to bind, is lined with several key signature
motifs that are hallmarks of this family of polymerases and have been
implicated in nucleic acid association, nucleotide binding and DNA
synthesis (Fig. 3a). Moreover, the organization of these motifs results
in the formation of a spiral in the interior of the ring that resembles
the geometry of the backbone of double-stranded nucleic acid
(Fig. 3b). Several of the motifs, identified as contact points with
the DNA substrate, are formed partly by positively charged residues,
the side chains of which extend towards the centre of the ring and are
poised for direct contact with the backbone of the DNA substrate. For
example, the side chain of the highly conserved K210
(Supplementary Fig. 4) that forms part of helix a10, is within coor-
dinating distance of the backbone of the modelled DNA, thus pro-
viding the stability required for a functional telomerase enzyme.
Helix a10 lies in the upper segment of the reverse transcriptase
domain and faces the interior of the ring. The location and stabiliza-
tion of this helix is heavily influenced by its extensive contacts with
the IFD motif implicated in telomerase processivity27. Disruption of
the IFD contacts with helix a10—by deletion or mutation of this
motif—would lead to displacement of helix a10 from its current
location, which would in turn effect DNA-binding and telomerase
function.

Structural elements of the thumb domain that localize to the interior
of the ring also make several contacts with the modelled DNA substrate
(Fig. 3a). In particular, the loop (thumb loop) that connects the palm
to the thumb domain and constitutes an extension of motif E, also
known as the ‘primer grip’ region of telomerase, preserves the geo-
metry of the backbone of double-stranded nucleic acid to a notable
degree (Fig. 3b). The side chains of several lysines and asparagines that
form part of this loop extend towards the centre of the TERT molecule
and are in coordinating distance of the backbone of modelled double-
stranded nucleic acid. Of particular interest is K406, located in pro-
ximity of motif E. The side chain of this lysine extends towards the

nucleic acid heteroduplex and it is poised for direct contacts with the
backbone of the nucleotides located at the 39-end of the incoming DNA
primer. It is therefore possible that the side chain of this lysine, together
with motif E, help facilitate placement of the 39-end of the incoming
DNA substrate at the active site of the enzyme during telomere elonga-
tion. Sequence alignments of the thumb domain of TERTs from a wide
spectrum of phylogenetic groups show that the residues predicted to
contact the DNA substrate are always polar (Supplementary Fig. 4).
Another interesting feature of the thumb domain, which supports
double-stranded nucleic acid binding, is helix a19 (Fig. 2c). This is a
310 helix (thumb 310 helix) that extends into the interior of the ring and
seems to dock itself into the minor groove of the modelled double-
stranded nucleic acid, thus facilitating RNA–DNA hybrid binding and
stabilization (Fig. 3b). Deletion or mutation of the corresponding
residues in both yeast and human TERT results in severe loss of
TERT processivity, clearly indicating the important role of this motif
in TERT function25,26,45.

The active site of TERT and nucleotide binding

The TERT structure presented here was crystallized in the absence of
nucleotide substrates and magnesium; however, the location and
organization of TERT’s active site and nucleotide-binding pocket
can be predicted on the basis of existing biochemical data14 and
structural comparison with the polymerase domain of its closest
homologue, the HIV reverse transcriptase46. The TERT active site
consists of three invariant aspartic acids (D251, D343 and D344) that
form part of motifs A and C, which are two short loops located on the
palm subdomain and adjacent to the fingers of TERT (Fig. 4a).
Structural comparisons of TERT with HIV reverse transcriptases,
as well as with RNA and DNA polymerases, show a high degree of
similarity between the active sites of these families of proteins
(Fig. 4b), suggesting that telomerase also uses a two-metal mech-
anism for catalysis. Alanine mutants of these TERT aspartic acids
resulted in complete loss of TERT activity, indicating that the role
of these residues in telomerase function is essential14.

The telomerase nucleotide-binding pocket is located at the inter-
face of the fingers and palm subdomains of TERT (Fig. 4a) and
consists of conserved residues that form the motifs 1, 2, A, C, B’
and D which are implicated in template and nucleotide binding47,48

(Supplementary Fig. 5). Structural comparisons of TERT with viral
HIV reverse transcriptases bound to ATP46 support the presence of a
nucleotide substrate in this location. Two highly conserved surface-
exposed residues Y256 and V342 of motifs A and C, respectively,
form a hydrophobic pocket adjacent to and above the three catalytic
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side of the ring. b, Contacts between the TERT ring and a modelled
RNA–DNA heteroduplex are shown. The path of the incoming DNA primer
within the TERT ring is lined up with several conserved positively charged
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aspartates and this could accommodate the base of the nucleotide
substrate. Binding of the nucleotide in this oily pocket places the
triphosphate moiety in proximity of the enzyme’s active site for
coordination with one of the Mg21 ions. In contrast, it positions
the ribose group within coordinating distance of an invariant gluta-
mine (Q308) that forms part of motif B’, which is thought to be an
important determinant of substrate specificity49. Protein contacts
with the triphosphate moiety of the nucleotide are mediated by motif
D, a long loop located beneath the active site of the enzyme. In
particular, the side chain of the invariant K372 is within coordinating
distance of the c-phosphate of the nucleotide, an interaction that
probably helps position and stabilize the triphosphate group during
catalysis. The side chains of the highly conserved K189 and R192 of
motifs 1 and 2, which together form a long b-hairpin that forms part
of the fingers subdomain, are also within coordinating distance of
both the sugar and triphosphate moieties of the modelled nucleotide.
Contacts with either or both the sugar moiety and the triphosphate
moiety of the nucleotide substrate would facilitate nucleotide bind-
ing and positioning for coordination to the 39-end of the incoming
DNA primer.

TRBD facilitates template positioning at the active site

As with most DNA and RNA polymerases, nucleic acid synthesis by
telomerase requires pairing of the templating region (usually seven to
eight bases or more) of TER with the incoming DNA primer28.
TRBD–reverse-transcriptase domain organization forms a deep
cavity on the surface of the protein that spans the entire width of
the wall of the molecule, forming a gap that allows entry into the hole
of the ring from its side (Fig. 3a). The arrangement of this cavity with
respect to the central hole of the ring provides an elegant mechanism
upon TERT–TER assembly for the placement of the RNA template in
the interior of the ring and where the enzyme’s active site is located.
Of particular significance is the arrangement of the b-hairpin that
forms part of the T motif. This hairpin extends from the RNA-bind-
ing pocket and makes extensive contacts with the thumb loop and
motifs 1 and 2 (Fig. 3a). Contacts between this hairpin and both the
fingers and the thumb domains place the opening of the TRBD
pocket that faces the interior of the ring in proximity to the active
site of the enzyme (Fig. 5). It is therefore possible that this b-hairpin
acts as an allosteric effector switch that couples RNA binding in the
interior of the ring and placement of the RNA template at the active
site of the enzyme. Placement of the template into the interior of the
molecule would facilitate its pairing with the incoming DNA sub-
strate, which together would form the RNA–DNA hybrid required
for telomere elongation. RNA–DNA pairing is a prerequisite of tel-
omere synthesis in that it brings the 39-end of the incoming DNA
primer in proximity to the active site of the enzyme for nucleotide

addition, and the RNA component of the heteroduplex provides the
template for the addition of identical repeats of DNA at the ends of
chromosomes. Notably, modelling of the RNA–DNA heteroduplex
in the interior of the TERT ring places the 59-end of the RNA sub-
strate at the entry of the RNA-binding pocket and where TERT is
expected to associate with TER, whereas it places the 39-end of the
incoming DNA primer at the active site of TERT providing a snap-
shot of the organization of a functional telomerase elongation com-
plex (Fig. 5).

Conclusions

The structure presented here provides a view of the full-length cata-
lytic subunit of telomerase. The structure shows that TERT is orga-
nized into an unexpected ring configuration that resembles—both
structurally and functionally—the HIV reverse transcriptases, the
viral RNA polymerases and the B-family DNA polymerases, suggest-
ing that there is an evolutionary link between these families of
enzymes. It also provides insights into the mechanism of TERT
and RNA–DNA association, which in turn explains how TERT
may assemble with RNA–DNA and offers a snapshot of a functional
telomerase elongation complex required for telomere synthesis.
Moreover, because telomerase has a critical role in both cancer and
ageing, these findings could potentially assist our efforts to identify
and develop inhibitors and/or activators of this enzyme for the treat-
ment of cancer and ageing, respectively.

METHODS SUMMARY

The full-length TERT of T. castaneum was overexpressed in bacteria and purified

by nickel, ion-exchange and gel-filtration chromatography. Co-crystallization of

the protein–telomeric-DNA ((TCAGG)3) produced two crystal forms (ortho-

rhombic and hexagonal), which were grown by the vapour diffusion, sitting-

drop method. Data were collected at the National Synchrotron Light Source

(NSLS) at beamline X6A and were processed with MOSFILM (Supplementary

Table 1). Phases for the orthorhombic crystal were obtained by the method of

single isomorphous replacement with anomalous signal using a mercury deriv-

ative (CH3HgCl; Supplementary Table 1). The model from the orthorhombic

crystal was subsequently used to solve the hexagonal crystal form by molecular

replacement. Both models were refined to good stereochemistry (Supplementary

Table 1).

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Protein expression and purification. The synthetic gene of T. castaneum full-

length TERT was cloned into a modified version of the pET28b vector containing

a cleavable hexahistidine tag at its N terminus. The protein was overexpressed in

Escherichia coli BL21 (pLysS) at 30 uC for 4 h. The cells were lysed by sonication in

50 mM Tris-HCl, pH 7.5, 10% glycerol, 0.5 M KCl, 5 mM b-mercaptoethanol

and 1 mM phenylmethyl sulphonyl fluoride, on ice. The protein was purified

over a Ni-NTA column followed by TEV cleavage of the hexahistidine tag over-

night at 4 uC. The TERT–TEV mixture was dialysed to remove the excess imi-

dazole and the protein was further purified over a second Ni-NTA column that
was used to remove all His-tagged products. The Ni-NTA flow through was then

passed over a POROS-HS column (Perseptive Biosystems) to remove any trace

amounts of protein contaminants. At this stage the protein was more than 99%

pure. The protein was finally purified over a sephedex-S200 sizing column pre-

equilibrated with 50 mM Tris-HCl, pH 7.5, 10% glycerol, 0.5 M KCl and 1 mM

Tris(2-carboxyethyl)phosphine (TCEP) to remove any TERT aggregates, and

the protein was concentrated to 10 mg ml21 using an Amicon 30K cutoff

(Millipore) and stored at 4 uC for subsequent studies. Stock protein was dialysed

in 10 mM Tris-HCl, pH 7.5, 200 mM KCl and 1 mM TCEP before crystallization

trials.

Protein crystallization and data collection. Initial crystal trials of the protein

alone did not produce crystals. Co-crystallization of the protein with single-

stranded telomeric DNA ((TCAGG)3) produced two rod-like crystal forms,

one of which belongs to the orthorhombic space group P212121 and diffracted

to 2.71 Å, and the other belongs to the hexagonal space group P61 and diffracted

to 3.25 Å resolution. The protein–nucleic-acid mix was prepared before setting

crystal trials by mixing one volume of dialysed protein with a 1.2-fold excess of

the DNA substrate. Both crystal forms were grown by the vapour diffusion,
sitting-drop method by mixing one volume of the protein–DNA mix with one

volume of reservoir solution. Orthorhombic crystals were grown in the presence

of 50 mM HEPES, pH 7.0, and 1.5 M NaNO3, whereas hexagonal crystals were

grown in 100 mM Tris, pH 8.0, and 2 M (NH4)2SO4, and both crystal forms were

grown at room temperature. Orthorhombic crystals were collected into cryo-

protectant solution that contained 50 mM HEPES, pH 7.0, 25% glycerol, 1.7 M

NaNO3, 0.2 M KCl and 1 mM TCEP and were flash frozen in liquid nitrogen.

Hexagonal crystals were collected into cryoprotectant solution that contained

100 mM Tris, pH 8.0, 25% glycerol, 2 M (NH4)2SO4, 0.2 M KCl and 1 mM TCEP

and were also flash frozen in liquid nitrogen. Data were collected at the NSLS at

beamline X6A and processed with HKL-2000 (ref. 50; Supplementary Table 1).

Both crystal forms contain a dimer in the asymmetric unit.

Structure determination and refinement. Initial phases for the orthorhombic

crystals were obtained using the method of single isomorphous replacement with

anomalous signal using two data sets collected from two different mercury-

derivatized crystals at two different wavelengths (Hg1, 1.00850 Å; Hg2,

1.00800 Å; Supplementary Table 1). The derivatives were prepared by soaking

the crystals with 5 mM methyl mercury chloride (CH3HgCl) for 15 min. Initially,

twelve heavy atom sites were located using SOLVE51, and they were refined and

new phases were calculated with MLPHARE52. The MLPHARE-improved phases

were used to identify the remaining heavy atom sites (22 in total) by calculating

an anomalous difference map to a resolution of 3.5 Å. The MLPHARE phases

obtained using all the heavy atom sites were then used in DM (density modi-
fication package) with two-fold non-crystallographic symmetry and phase

extension, using the high-resolution (2.71 Å) data set collected at 1.00800 Å

wavelength to calculate starting experimental maps. These maps were of suf-

ficient quality for model building which was carried out in COOT53. The electron

density map shows clear density for all 596 residues of the protein. Notably, we

did not observe density for the nucleic acid substrate in the structure. The model

was refined using both CNS-SOLVE54 and REFMAC5 (ref. 55). The last cycles of

refinement were carried out with TLS restraints as implemented in REFMAC5

(Supplementary Table 1). The P212121 refined model was used to solve the

structure of the TERT crystallized in the P61 crystal form (data collected at

0.97980 Å wavelength) by molecular replacement with PHASER56.

50. Otwinowski, Z. & Minor, W. Processing of X-ray diffraction data collected in
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An 84-mG magnetic field in a galaxy at redshift
z 5 0.692
Arthur M. Wolfe1, Regina A. Jorgenson1, Timothy Robishaw2, Carl Heiles2 & Jason X. Prochaska3

The magnetic field pervading our Galaxy is a crucial constituent of
the interstellar medium: it mediates the dynamics of interstellar
clouds, the energy density of cosmic rays, and the formation of
stars1. The field associated with ionized interstellar gas has been
determined through observations of pulsars in our Galaxy. Radio-
frequency measurements of pulse dispersion and the rotation of
the plane of linear polarization, that is, Faraday rotation, yield an
average value for the magnetic field of B < 3 mG (ref. 2). The pos-
sible detection of Faraday rotation of linearly polarized photons
emitted by high-redshift quasars3 suggests similar magnetic fields
are present in foreground galaxies with redshifts z . 1. As Faraday
rotation alone, however, determines neither the magnitude nor
the redshift of the magnetic field, the strength of galactic magnetic
fields at redshifts z . 0 remains uncertain. Here we report a mea-
surement of a magnetic field of B < 84 mG in a galaxy at z 5 0.692,
using the same Zeeman-splitting technique that revealed an aver-
age value of B 5 6 mG in the neutral interstellar gas of our Galaxy4.
This is unexpected, as the leading theory of magnetic field genera-
tion, the mean-field dynamo model, predicts large-scale magnetic
fields to be weaker in the past rather than stronger5.

We detected Zeeman splitting of the z 5 0.692, 21-cm absorption
line in the direction of the quasar 3C 286 (refs 6, 7) using the 100-m
Robert C. Byrd Green Bank Telescope (GBT) of the National Radio
Astronomy Observatory. The absorption arises in a damped Lyman a
(Lya) system (henceforth denoted DLA-3C286) that is drawn from a
population of neutral gas layers widely thought to be the progenitors
of modern galaxies8. The radio data for DLA-3C286 are summarized
in Fig. 1, which shows the line-depth spectra constructed from the
measurable quantities used to describe polarized radiation, that is,
the Stokes parameters. We show line-depth spectra constructed from
the I(n) and V(n) Stokes parameters (where n denotes frequency) near
the 839.4-MHz frequency centroid of the redshifted 21-cm absorp-
tion line. Figure 1a shows the line-depth spectrum constructed from
I(n). A Gaussian fit to the absorption line in Fig. 1a yields a redshift of
z 5 0.6921526 6 0.0000008, a central optical depth of t0 5 0.095 6

0.006, and a velocity dispersion of sv 5 3.75 6 0.20 km s21, which
are in good agreement with previous results6,7.

In Fig. 1b, we plot the line-depth spectrum constructed from V(n),
which shows the classic ‘S curve’ pattern expected for Zeeman splitting.
From our least-squares fit to the data, we find that
Blos 5 83.9 6 8.8mG, where Blos is the magnetic field component pro-
jected along the line of sight (we note that the direction of Blos is
unknown because the instrumental sense of circular polarization was
not calibrated). This magnetic field differs in two respects from the
magnetic fields obtained from Zeeman splitting arising in interstellar
clouds in the Galaxy. First, the field strength corresponds to the line-of-
sight component of the mean field ÆBlosæ averaged over transverse
dimensions exceeding 200 pc, as very-long-baseline interferometry

observations of the 21-cm absorption line show that the gas layer must
extend across more than 0.030 to explain the difference between the
velocity centroids of the fringe amplitude and phase-shift spectra9

(although the data are consistent with a magnetic field coherence
length of less than 200 pc, the resulting gradient in magnetic pressure
would produce velocity differences exceeding the shift of ,3 km s21

across 200 pc detected by very-long-baseline interferometry). By con-
trast, the transverse dimensions of radio beams subtended at neutral
interstellar clouds in the Galaxy are typically less than 1 pc. Second, this
field is at least an order of magnitude stronger than the 6-mG average of
magnetic fields inferred from Zeeman splitting for such clouds4.

We obtained further information about conditions in the absorb-
ing gas in DLA-3C286 from accurate optical spectra acquired with
the HIRES echelle spectrograph on the Keck I 10-m telescope.
Figure 2 shows velocity profiles for several resonance absorption lines
arising from dominant low-ionization states of abundant elements.
The results of our least-squares fit of Voigt profiles to the data are
shown in Table 1, where the optical redshift is displaced
13.8 6 0.2 km s21 from the 21-cm redshift. This solution also yields
ionic column densities from which we derived the logarithmic metal
abundances with respect to solar abundances, [M/H], and dust-to-
gas ratios with respect to the Galactic interstellar medium, [D/G].
These are among the lowest values of [M/H] and [D/G] deduced for
damped Lya systems at z 5 0.7 (refs 10, 11). The low metallicity
indicates a history of low star formation rates. Because the intensity
of far-ultraviolet radiation emitted by young massive stars is propor-
tional to the concurrent star formation rate per unit area, SSFR, low
values of SSFR should result in low grain photoelectric heating rates
per hydrogen atom, Cpe (ref. 11). This is consistent with the low
upper limit, Cpe , 10227.4 erg s21 per hydrogen atom, obtained by
combining the assumption of thermal balance with the absence of
C II* absorption (that is, absorption from C II in the excited 2P3/2 fine-
structure state) at a wavelength of 1,335.7 Å in the previous low-
resolution Hubble Space Telescope spectra of quasar 3C 286 (ref.
12), and indicates that SSFR , 1022.9M[ yr21 kpc22 (95% confid-
ence level), which is less than the solar-neighbourhood value of
1022.4M[ yr21 kpc22 (ref. 13).

As a result, we have detected an unusually strong magnetic field at
z 5 0.692 with a coherence length that probably exceeds 200 pc in
neutral gas that is quiescent, metal poor, nearly dust free, and pre-
sents little evidence of star formation. To model this configuration,
we first consider the magnetostatic equilibrium of a plane-parallel
sheet with in-plane magnetic field Bplane orthogonal to the vertical
gravitational field exerted by gas with perpendicular mass surface
density S. In magnetostatic equilibrium, the total mid-plane pres-
sure, B2

plane=8pzrs2
v , equals the ‘weight’ of the gas, pGS2/2, where r

is the mass volume density of the gas and G is the gravitational
constant. However, because the pressure-to-weight ratio exceeds

1Department of Physics and Center for Astrophysics and Space Sciences, University of California, San Diego, La Jolla, California 92093-0424, USA. 2Astronomy Department,
University of California, Berkeley, California 94720-3411, USA. 3UCO-Lick Observatory; University of California, Santa Cruz, Santa Cruz, California 95464, USA.
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715 in DLA-3C286, the magnetized gas cannot be confined by its self-
gravity. Therefore, self-consistent magnetostatic configurations are
ruled out unless the contribution of stars to S exceeds
,350M[ pc22. Although this is larger than the 50M[ pc22 surface
density perpendicular to the solar neighbourhood, such surface
densities are common in the central regions of galaxies. In fact, high
surface densities of stars probably confine the highly magnetized gas

in the nuclear rings of barred spirals. These exhibit total field
strengths of ,100 mG, inferred by assuming equipartition of mag-
netic and cosmic-ray energy densities1. However, because the rings
are associated with regions of active star formation, high molecular
content and high dust content, they are unlikely sites for the magnetic
field detected in DLA-3C286.

On the other hand, the absorption site might consist of highly
magnetized gas confined by the gravity exerted by a disk of old stars.
The H I disks found at the centres of early-type S0 and elliptical
galaxies14 are possible prototypes. Support for this idea stems from
a high-resolution image obtained with the Hubble Space Telescope: a
Wide Field and Planetary Camera 2 (WFPC2) I-band image, from
which the quasar has been subtracted, reveals residual emission
spread over angular scales of ,10 (ref. 15). The asymmetry of the
light distribution with respect to the point-source quasar suggests
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Figure 1 | Line-depth spectra of Stokes parameters. Data acquired in 12.6
hours of on-source integration with the GBT radio antenna. Because the
GBT feeds detect only orthogonal, linearly polarized signals, whereas
Zeeman splitting requires measuring circular polarization to construct V(n),
we generated V(n) by cross-correlation techniques23. The velocity
v 5 0 km s21 corresponds to z 5 0.6921526. a, Line-depth function
DI(n) ; (I(n)2Ic(n))/Ic(n). Here I(n) ; s0 1 s90, with sh the power measured
in linear-polarization position angle h, corresponds to the total intensity
spectrum, and Ic(n) is a model fit to the I(n) continuum.
DI(n) 5 exp(2t(n)) 2 1, where t(n) ; (t(n)0 1 t(n)90)/2 is the average
optical depth in the two orthogonal states of linear polarization4. b, Line-
depth function DV(n) ; V(n)/Ic(n), where V(n) ; sRCP 2 sLCP is the
difference in power between the right-hand and left-hand circularly
polarized (respectively RCP and LCP) signals. Here DV(n) 5 2(tV(n)/
2)exp(2t(n)), where tV(n) ; tRCP(n) 2 tLCP(n)= 1 (ref. 4) is the difference
between the optical depths of RCP and LCP photons. For Zeeman splitting of
the 21-cm line, the degeneracy of the F 5 0 to F 5 1 hyperfine transition is
removed because the mF 5 21, 0, 11 states differ in energy. This results in a
small frequency difference between absorbed LCP photons (mF 5 21) and
RCP photons (mF 5 11). V(n) is crucial for detecting Zeeman splitting
because the orthogonal, circularly polarized states of the photon are
eigenstates of the spin angular momentum operator with eigenvalues 6B,
that is, angular momenta directed along or opposite to the direction of
photon propagation24. When B105 5 B, transitions between the hyperfine
F 5 0 and F 5 1 states occur exclusively through absorption of LCP or RCP
photons through excitation of the mF 5 21 and mF 5 11 hyperfine states,
respectively. Because V(n) is the difference in the RCP and LCP intensities,
the resulting V(n) line profile is the difference between two Gaussian
absorption profiles with frequency centroids shifted by
DnB 5 2.8Blos(1 1 z)21 Hz (where Blos is measured in microgauss). The
‘S curve’ pattern is due to the sign flip in RCP-minus-LCP intensity
difference as n passes through the line centre.
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Figure 2 | HIRES velocity profiles for dominant low-ionization states of
abundant elements in the 21-cm absorber in the direction of quasar 3C 286.
Spectral resolution is Dv 5 7.0 km s21 and the average signal-to-noise ratio
per 2.1-km-s21 pixel is about 30:1. The bold dashed vertical line denotes the
velocity centroid of the single-dish 21-cm absorption feature and the faint
dashed vertical lines denotes the velocity centroid of the resonance line
shown in the figure. Our least-squares fit of Voigt profiles (red) to the data
(black) yields ionic column densities as well as the redshift centroid and
velocity dispersion shown in Table 1 (lower and upper green horizontal lines
refer to zero and unit normalized fluxes, respectively). Because refractory
elements such as Fe and Cr can be depleted onto dust grains25, we used the
volatile elements Si and Zn to derive a logarithmic metal abundance with
respect to solar abundances of [M/H] 5 21.30. The depletion ratios [Fe/Si]
and [Cr/Zn] were then used to derive a conservative upper limit on the
logarithmic dust-to-gas ratio relative to Galactic values of [D/G] , 21.8.

Table 1 | Physical parameters of DLA-3C286 inferred from optical absorption

Ion, X log
10

[N(X) (cm22)] [X/H]

H I 21.25 6 0.02 —
Fe II 15.09 6 0.01 21.66 6 0.02

Cr II 13.44 6 0.01 21.48 6 0.02

Zn II 12.53 6 0.03 21.39 6 0.03

Si II .15.48 .21.31

Redshift, z 5 0.69217485 6 0.00000058; velocity dispersion, sv 5 3.08 6 0.13 km s21. N(X),
column density of ion X.
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that some of the light is emitted by a foreground galaxy with a bright-
ness centroid displaced less than 0.50 from the quasar. The location of
diffuse emission in the direction of an amorphous object detected
2.50 from the quasar in ground-based imaging16 further suggests that
the diffuse emission comes from central regions of the amorphous
object. A recent reanalysis of the WFPC2 image shows the amorph-
ous object to be a filament resembling a spiral arm or tidal tail (H.-W.
Chen, personal communication), that is, the outer appendage of a
galaxy centred within a few kiloparsecs of the quasar sightline.

However, the magnetic field detected in DLA-3C286 may not be
confined by gravity in an equilibrium configuration. Rather, the
detected field may be enhanced by a shock (F. H. Shu, personal
communication). Assuming a typical value of Bplane < 5 mG for the
equilibrium field of the pre-shock gas, we find that a shock-front
velocity of ,250 km s21 will result in a post-shock field strength of
,100 mG in the limit of flux freezing in a radiative shock with post-
shock density of ,10 cm23. This scenario seems plausible because
250 km s21 is a reasonable value for the impact velocity generated by
the merger between the gaseous disks of two late-type galaxies, and
the WFPC2 image is consistent with the presence of two foreground
galaxies. But the second disk would create another set of absorption
lines displaced $250 km s21 from the redshift of DLA-3C286, which
is the only redshift observed. By contrast, the merger between a
gaseous disk and an elliptical galaxy could result in only one damped
Lya system redshift, as a significant fraction of elliptical galaxies do
not contain H I disks12. In this case, a shock front moving in the plane
of the disk galaxy would be generated by the gravitational impulse
induced by the elliptical galaxy moving normal to the plane.
Preliminary estimates indicate that an elliptical galaxy with a modest
mass, M 5 2 3 1011M[, and impact velocity of ,300 km s21 would
produce a cylindrical shock of sufficient strength to boost an initial
field with Bplane < 10 mG to a final field of ,100 mG.

Let us examine these scenarios more closely. The quiescent velocity
field of the gas fits in naturally with the ‘magnetostatic equilibrium’
scenario, because the low value of SSFR suggests a low rate of energy
injection into the gas by supernovae17, which could result in a velocity
dispersion of sv < 4 km s21. Moreover, the weak radio jets associated
with early-type galaxies containing central H I disks are natural
sources of magnetic fields for these disks. However, 21-cm absorp-
tion measurements of such disks in nearby galaxies reveal the pres-
ence of absorption line widths far broader than the narrow line width
of DLA-3C286 (ref. 18). Also, it is unclear whether or not the high
surface density of old stars required to confine the magnetic fields are
present in these disks, and whether or not the build-up of Bplane to
100 mG is possible in the 4–5-Gyr age of the disk. In the ‘merger
scenario’, the dynamo need only build up to ,10 mG in the same
time interval, but it is then necessary to explain why the post-shock
velocity field averaged over length scales of 200 pc is so quiescent.
Furthermore, the probability, p, of detecting ,100-mG magnetic
fields in a random sample of 21-cm absorbers is small. Our estimates,
based on the merger fraction of galaxies with z < 1 (ref. 19) and on
the duration time for magnetic field enhancement, suggest that
p < 0.005–0.03: either we were lucky, or some characteristic of
DLA-3C286, such as narrow line width, is a signature of strong mag-
netic fields.

Therefore, it is premature to decide among these and other pos-
sible models to explain the presence of the 84-mG magnetic field in
DLA-3C286. However, our data support the inference from recent
tentative evidence for Faraday rotation in high-z quasars20 that mag-
netic fields are generic features of galaxies at high redshifts, which
potentially have a more important role in galaxy formation and
evolution21 than hitherto realized. Specifically, the highly magnetized
gas that we have detected could suppress gravitational collapse
and, hence, may be a reason for the low in situ star formation rates

of high-z damped Lya systems22. We plan to test this hypothesis by
using the GBT to search for Zeeman splitting in high-redshift
damped Lya systems exhibiting 21-cm absorption.
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Clustered star formation as a natural explanation for
the Ha cut-off in disk galaxies
Jan Pflamm-Altenburg1 & Pavel Kroupa1

The rate of star formation in a galaxy is often determined by the
observation of emission in the Ha line, which is related to the
presence of short-lived massive stars. Disk galaxies show a strong
cut-off in Ha radiation at a certain galactocentric distance, which
has led to the conclusion that star formation is suppressed in the
outer regions of disk galaxies. This is seemingly in contradiction to
recent observations1 in the ultraviolet which imply that disk gal-
axies have star formation beyond the Ha cut-off, and that the star-
formation-rate surface density is linearly related to the underlying
gas surface density, which is a shallower relationship than that
derived from Ha luminosities2. In a galaxy-wide formulation,
the clustered nature of star formation has recently led to the
insight that the total galactic Ha luminosity is nonlinearly related
to the galaxy-wide star formation rate3. Here we show that a local
formulation of the concept of clustered star formation naturally
leads to a steeper radial decrease in the Ha surface luminosity than
in the star-formation-rate surface density, in quantitative agree-
ment with the observations, and that the observed Ha cut-off
arises naturally.

The integrated galactic initial mass function (IGIMF) describes the
mass spectrum of all newly formed stars in a galaxy. The IGIMF is
calculated by adding all stars of all newly formed star clusters4,5, and
falls off more steeply with increasing stellar masses for massive stars5

than the canonical initial mass function (IMF) in each star cluster,
owing to the combination of two effects: the masses of the young star
clusters are distributed according to the embedded cluster mass func-
tion (ECMF), for which the upper mass limit is a function of the total
star formation rate6 (SFR), and the stellar upper mass limit of the IMF
is a function of the total star cluster mass7. Consequently, the total
fraction of massive stars and, therefore, the total Ha luminosity
decreases faster than linearly with decreasing SFR (ref. 3). The
IGIMF theory has already been shown to lead naturally to the
observed mass–metallicity relation of galaxies8 and has received
recent empirical verification in a study of IMF variations among
galaxies9.

To construct a quantitative local IGIMF theory, we introduce the
local embedded cluster mass function (LECMF)

jLECMF Mecl,x,yð Þ~ dNecl

dMecl dx dy

which defines the number of newly formed star clusters, dNecl, in the
mass interval [Mecl, Mecl 1 dMecl] per unit area at the location (x, y)
in a disk galaxy. Observations10 of Galactic star-forming regions show

that this function is a single-part power law, jLECMF / M
{b
ecl , with an

index of b 5 2. The least massive cluster, with mass5 Mecl,min 5 5M[,
should form at any place in the galaxy, whereas the mass,
Mecl,max,loc(x, y), of the most massive star cluster that can form locally
is expected to depend on the local gas density, that is, on how much
material is locally available for star cluster formation. Observations5,6

show that the mass, Mecl,max, of the most massive star cluster in the
whole galaxy is a function of the total galactic star formation rate. To
express the dependence of the upper limit of the LECMF on the local
gas surface density, we write

Mecl,max,loc x,yð Þ~Mecl,max

Sgas(x,y)

Sgas,0

� �c

ð1Þ

where Sgas(x, y) and Sgas,0 are the gas densities at the location (x, y)
and at the origin, respectively.
The local mass of all star clusters between the two mass limits is
determined by the local star formation rate, SSFR(x, y), which is
described by the Kennicutt–Schmidt law2,11: SSFR(x, y) 5 A SN

gas

(x, y). Here A is a proportionality constant and N is widely accepted
to have the value2 1.4, although N 5 0.99 follows from recent ultra-
violet observations1. As ultraviolet emission is a star formation tracer
that is much less sensitive to the presence of OB stars than Ha emis-
sion, the true exponent N must be much closer to the value derived
from ultraviolet observations. Thus, we chose N 5 1. We note that
the high-gas-density part of the Kennicutt–Schmidt plot2 based on
far-infrared observations also has a flatter slope, of N 5 1.08, and that
galaxy evolution models suggest N must not exceed unity if observed
radial density profiles of disk galaxies are to be reproduced12, con-
firming our choice.
We calculate the mass spectrum of all newly formed stars per unit
area—the local integrated galactic initial mass function (LIGIMF)—
by adding all newly formed stars of all young star clusters, and the Ha
surface density follows by adding the Ha flux contributions of all
newly formed stars. The newly formed stars in each young star cluster
are distributed according to the invariant canonical IMF (refs 13, 14)
with a fixed lower mass limit but an upper mass limit depending on
the total cluster mass7. In terms of Ha emission, young star clusters
above ,3,000M[ have constant light-to-mass ratios, whereas smal-
ler clusters are increasingly underluminous3. With decreasing star-
formation-rate surface density, the upper mass limit of the LECMF
decreases and, consequently, the fraction of underluminous star clus-
ters increases. Thus, ultraviolet and Ha emissions scale differently
with the star-formation-rate surface density, gas surface density or
galactocentric radius. A detailed explanation of how the Ha surface
luminosity is calculated is given in the Supplementary Information.

Next, we apply the LIGIMF theory to a sample of disk galaxies15

with measured gas surface densities and Ha surface luminosities of
H II regions averaged over annuli at different galactocentric radii. It is
known that ionising photons emitted by massive stars can escape
from well-defined H II regions and lead to recombinations and, thus,
Ha radiation in the surrounding diffuse ionised gas16. Using Ha
emission as a star formation tracer, this kind of photon leakage has
to be taken into account to get an estimate of the true star formation
rate. A previous study16 of the galaxies NGC 247 and NGC 7793
allows us to construct a correction procedure to obtain the total
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Ha surface luminosities from the surface luminosities of H II regions
only (see Supplementary Information).

For a linear star formation law (N 5 1) as derived from ultraviolet
observations1, the LIGIMF theory predicts a Ha surface luminosity as
a function of the gas surface density that is in full agreement with the
observations (Fig. 1). Additionally, the radial Ha profile derived in
the LIGIMF theory matches the observations perfectly (Fig. 2). The
concept of clustered star formation resolves the discrepancies
between Ha and ultraviolet observations completely.

At first sight it might be objected that the LIGIMF theory contra-
dicts observations of the ultraviolet sources in the outer disks of
galaxies: 5–10% of all clusters in the outer disks of galaxies detected
in the ultraviolet have associated Ha emission17. The age estimates of
the ultraviolet knots range up to 400 Myr. Clusters with Ha emission
have ages #20 Myr, as they are powered by short-lived massive stars;
therefore, 5% of all observed ultraviolet knots are expected to have
associated Ha emission, in agreement with observations. The
LIGIMF theory predicts an overabundance of Ha-underluminous
star clusters beyond the Ha cut-off and a smaller number ratio of
Ha-emitting to non-Ha-emitting ultraviolet knots is expected.
Underluminosity does not mean that there is no Ha emission, how-
ever. In the LIGIMF theory, each young ultraviolet cluster is a Ha
source, too, but ultraviolet and Ha luminosities scale differently with

the cluster mass. Thus, this finding17 is entirely consistent with the
LIGIMF theory. The observed ultraviolet knots in the outer disk of
the galaxy M83 are always systematically smaller than their counter-
parts in the inner disk18, in agreement with the fundamental basics of
the LIGIMF theory. There is one outstanding massive young star
cluster in the outer region of M83, but this does not contradict the
theory and is instead expected from a statistical point of view (see
Supplementary Information). Furthermore, the M83 far-ultraviolet
luminosity function of outer-disk stellar complexes is steeper than
that of the inner-disk population18.

A similar trend is reported in the galaxy NGC 628 for the Ha
luminosity function of H II regions19. In the LIGIMF theory, inner-
disk LECMFs have higher upper mass limits than outer-disk
LECMFs. Integration of the LECMFs over the outer and inner regions
leads to an outer-disk ECMF steeper than the inner-disk ECMF,
indicating that outer-disk star formation complexes are systematic-
ally less massive than those in the inner disk. This integration effect is
fundamentally equivalent to the IGIMF being steeper for dwarf
galaxies with low global star formation rates than for disk galaxies
with high star formation rates3.

Previously, the Ha cut-off has been explained15 by a drop of the
local gas density below a critical value determined by the stability
condition of a thin isothermal disk20,21 where no star formation can
occur. In contradiction to this explanation, recent ultraviolet obser-
vations1 reveal star formation outside the Ha cut-off, and dwarf
galaxies22 show star formation although their average gas density is
lower than the critical value. Indeed, it has been shown that in regions
with densities lower than the critical value, star formation can be
driven by instabilities other than thermal23. It has been argued that
H II regions powered by the same massive stars are larger in a thin
environment—that is, at large galactocentric radii—than in a dense
one, and identical H II regions thus become fainter in the outer
galaxy. Therefore, it has been concluded23 that the Ha surface lumin-
osity should decrease faster than the star-formation-rate surface den-
sity. Indeed, the surface brightness of individual H II regions should
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Figure 1 | Ha luminosity surface density (SHa) versus total gas surface
density (Sgas). We plot data (black squares) observed for seven disk
galaxies15, averaged over annuli at different galactocentric radii, after
correcting for photon leakage from H II regions (see Supplementary
Information). These galaxies have a mean star formation rate of 6.9M[ yr21

(3.2M[–16.4M[ yr21)2,15, a mean total gas mass of 2.1 3 1010M[
(0.6 3 1010M[–3.6 3 1010M[)2,15 and a mean scale length of 4.4 kpc
(3.9–5.2 kpc)25–28. These mean values define our model standard disk galaxy.
For a choice of c 5 3/2 (see equation (1)) the LIGIMF theory predicts a
SHa–Sgas relation that matches the observations excellently (solid line). We
note that the underlying true star-formation-rate surface density as derived
from ultraviolet observations1 is directly proportional to the gas surface
density (N 5 1); it is displayed after being converted into Ha surface
luminosity using the wrong linear Kennicutt Ha–SFR relation2,29 (dashed
line) and shows the expected SHa–Sgas relation based on the classical
picture, which is in disagreement with the observations. Furthermore, the
Ha luminosity surface density in the high-luminosity part
(SHa $ 1032.5 erg s21 pc22) depends, for the correct LIGIMF theory, on the
gas surface density raised to the power of 1.4 (dotted line, extrapolated to low
Ha surface luminosity), in agreement with the classical Kennicutt–Schmidt
slope of N 5 1.4. The LIGIMF theory puts the hitherto inconsistent Ha and
ultraviolet observations in perfect agreement with each other. The steeper
high-luminosity slope of N 5 1.4 and the Ha cut-off at low gas density are
simultaneous outcomes of the LIGIMF theory. The thick dotted line which
almost coincides with the thick solid curve shows a fitting function for the
LIGIMF model (see Supplementary Information).
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Figure 2 | Star-formation-rate surface density (SSFR) versus
galactocentric radius (r). Radial distribution of the star-formation-rate
surface density of nine disk galaxies based on ultraviolet1 (thin dash–dot
lines) and Ha (ref. 30; thin dotted lines) observations that rely on a wrong
linear conversion29 between the corresponding Ha luminosity surface
density and star-formation-rate surface density after correction for photon
leakage (see Supplementary Information). The galactocentric radius, r, is
expressed in units of rthreshold, the Ha threshold radius30. Also plotted are the
true underlying star-formation-rate surface density of our standard disk
galaxy (thick solid line) as defined in Fig. 1 and the model Ha surface
luminosity (thick dotted line) converted into a star-formation-rate surface
density using the same linear conversion29,30. The LIGIMF theory thus
naturally accounts for the discrepant SSFR value at a particular radius.
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be fainter in the outer galaxy. However, the Ha surface density con-
sidered in star formation laws refers to the total Ha luminosity per
unit area of the galaxy and not to the cross-section of the H II region.
Identically powered H II regions contribute equally to the Ha surface
luminosity independently of their location in a thin or a dense gas
environment. Thus, the proposed solution23 explains neither the Ha
cut-off nor the different slopes of the ultraviolet-based and Ha-based
star formation laws. It has been shown recently that a required min-
imum column density for massive star formation might exist24,
implying star formation with no massive stars in low-density envir-
onments. However, this model predicts a top-heavy IMF for cloud
column densities much larger than this threshold, for which no
observational evidence exists14, and allows no quantitative linkage
of Ha luminosity and the star formation rate.

Contrary to this previously existing work, the LIGIMF theory
developed here is in excellent agreement with the observed radial
Ha and ultraviolet luminosity profiles (Fig. 2) and the Kennicutt–
Schmidt star formation law (Fig. 1), and also allows the determina-
tion of star formation rates even in Ha-faint galaxy regions.
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Nanoscale magnetic sensing with an individual
electronic spin in diamond
J. R. Maze1, P. L. Stanwix2, J. S. Hodges1,3, S. Hong1, J. M. Taylor4, P. Cappellaro1,2, L. Jiang1, M. V. Gurudev Dutt5,
E. Togan1, A. S. Zibrov1, A. Yacoby1, R. L. Walsworth1,2 & M. D. Lukin1

Detection of weak magnetic fields with nanoscale spatial resolu-
tion is an outstanding problem in the biological and physical
sciences1–5. For example, at a distance of 10 nm, the spin of a single
electron produces a magnetic field of about 1 mT, and the corres-
ponding field from a single proton is a few nanoteslas. A sensor
able to detect such magnetic fields with nanometre spatial resolu-
tion would enable powerful applications, ranging from the detec-
tion of magnetic resonance signals from individual electron or
nuclear spins in complex biological molecules5,6 to readout of clas-
sical or quantum bits of information encoded in an electron or
nuclear spin memory7. Here we experimentally demonstrate an
approach to such nanoscale magnetic sensing, using coherent
manipulation of an individual electronic spin qubit associated
with a nitrogen-vacancy impurity in diamond at room temper-
ature8. Using an ultra-pure diamond sample, we achieve detection
of 3 nT magnetic fields at kilohertz frequencies after 100 s of aver-
aging. In addition, we demonstrate a sensitivity of 0.5 mT Hz21/2

for a diamond nanocrystal with a diameter of 30 nm.
Sensitive solid-state magnetometers typically use phenomena such

as superconducting quantum interference in SQUIDs2,3 or the Hall
effect in semiconductors4. Intriguing avenues such as magnetic res-
onance force microscopy are also currently being explored5,6. Our
approach to magnetic sensing8 uses the coherent manipulation of a
single quantum system, an electronic spin qubit. As illustrated in
Fig. 1, the electronic spin of an individual nitrogen-vacancy impurity
in diamond can be polarized by optical pumping and measured
through state-selective fluorescence. Conventional electron spin res-
onance (ESR) techniques are used to coherently manipulate its ori-
entation. To achieve magnetic sensing, we monitor the electronic
spin precession, which depends on external magnetic fields through
the Zeeman effect. This method is directly analogous to precision
measurement techniques in atomic and molecular systems9, which
are widely used to implement ultra-stable atomic clocks10–12 and
sensitive magnetometers13.

The principal challenge for achieving high sensitivity using solid-
state spins is their strong coupling to the local environment, which
limits the free precession time and thus the magnetometer’s sensitiv-
ity. Recently, there has been great progress in understanding the local
environment of nitrogen-vacancy spin qubits, including 13C nuclear
spins7,14–17 and electronic spin impurities18–20. Here we use coherent
control over a coupled electron–nuclear system8,16, similar to tech-
niques used in magnetic resonance, to decouple the magnetometer
spin from its environment. As illustrated in Fig. 1d, a spin-echo
sequence refocuses the unwanted evolution of the magnetometer
spin due to environmental fields fluctuating randomly on timescales
much longer than the length of the sequence. However, oscillating

external magnetic fields matching the echo period will affect the spin
dynamics constructively, allowing sensitive detection of its ampli-
tude.

The ideal preparation, manipulation and detection of an electronic
spin would yield a so-called quantum-projection-noise-limited min-
imum detectable magnetic field12

dBmin<
B

gmB

ffiffiffiffiffiffiffiffiffi
T2T
p ð1Þ

where T2 is the electronic spin coherence time, T is the measurement
time, mB is the Bohr magneton, " is Planck’s constant divided by 2p,
and g < 2 is the electronic Landé g-factor. In principle, for typical
values of T2 < 0.1–1 ms, sensitivity of the order of a few nT Hz21/2

can be achieved with a single nitrogen-vacancy centre. Although this
is less sensitive than for state-of-the-art macroscopic magnet-
ometers1,3, a key feature of our sensor is that it can be localized within
a region of about 10 nm, either in direct proximity to a diamond
surface or within a nano-sized diamond crystal (Fig. 1a). Sensitive
magnetic detection on a nanometre scale can then be performed with
such a system under ambient conditions. Supplementary Fig. 1 pro-
vides a comparison between magnetic field sensitivity and detector
volume for several state-of-the-art magnetometers and the nitrogen-
vacancy diamond systems demonstrated here.

To establish the sensitivity limits of a single electronic spin mag-
netometer, we carried out a series of proof-of-principle experiments
involving single nitrogen-vacancy centres in bulk ultra-pure single-
crystal diamond and in commercially available diamond nanocrys-
tals. Our experimental methodology is outlined schematically in
Fig. 1; further details about our experimental set-up and diamond
samples are given in Methods. We first focus on the single-crystal
diamond bulk sample. Figure 2a shows a typical spin-echo signal
observed from an individual nitrogen-vacancy centre. The periodic
modulation of the echo is caused by a bath of spin-1/2 13C nuclei
(1.1% natural abundance), which create an effective precessing mag-
netic field at the nitrogen-vacancy centre of a few microteslas. In the
presence of an applied static magnetic field BDC, the periodic Larmor
precession of the nuclear field causes the nitrogen-vacancy spin-echo
signal to collapse and revive16 at half the rate of the Larmor frequency
of 13C, vL 5 c13C BDC, where c13C is the carbon gyromagnetic ratio.
Note that substantial spin-echo revivals exist even after a free evolu-
tion of 0.6 ms. To detect an external AC magnetic field with the
highest sensitivity, we must eliminate the contribution from the
13C nuclear field. To this end, the revival rate of the spin-echo signal
is adjusted by varying the strength of BDC, such that the frequency of
the echo revival peaks coincides with multiples of the AC field fre-
quency (n) to be detected.
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As shown in Fig. 2b, the observed peak of the spin-echo signal
varies periodically as the amplitude of the external AC field (BAC)
is increased. This signal variation results from phase accumulated by
the nitrogen-vacancy spin due to the external AC magnetic field and
the resultant time-varying Zeeman shift during the spin’s precession;
converting this phase into a spin population difference gives rise to
variations in the detected fluorescence, which serves as the magneto-
meter signal. Note that the period of this signal oscillation depends
on the spin-echo interval, t 5 1/n. For a given value of BAC, the phase
accumulated by the electronic spin over one period will increase as

the frequency of the external AC field decreases. At the conclusion of
a single run of the magnetometry pulse sequence, the measurable
spin-echo signal SB is proportional to the probability of the nitro-
gen-vacancy spin being in the ms 5 0 state: SB /
P0(BAC) 5 [1 1 F(t)cos(dw)]/2, where dw 5 4gmBBAC/2pn and F(t)
is the amplitude of the spin-echo signal envelope in the absence of
the external AC magnetic field (Fig. 2a).

The sensitivity of the nitrogen-vacancy magnetometer to small
variations in BAC, as depicted in the measurements shown in
Fig. 2b, is given by dBmin~sN

S

�
dSB , where sN

S is the standard devi-
ation of the spin-echo measurement after N averages and dSB is the
slope of the spin-echo signal variation with BAC. Since maximum
sensitivity (that is, smallest dBmin) occurs at maximum slope, all
magnetometer sensitivity measurements were conducted at this
point. This maximum slope is proportional to the spin-echo ampli-
tude divided by the frequency of the oscillating field, dSB / F(1/n)/n.
For a shot-noise-limited signal with uncertainty sS in a single mea-
surement, sN

S ~sS

� ffiffiffiffi
N
p

, where N 5 T/t. Hence the magnetometer
sensitivity is expected to scale as dBmin!

ffiffiffi
n
p �

F 1=nð Þ.
Figure 3a shows example measurements of the sensitivity dBmin

after 1 s of averaging as a function of the AC magnetic field frequency,
n 5 1/t. As this frequency decreases, the accumulated Zeeman phase
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Figure 1 | Principles of the magnetic sensor, which is based on individual
nitrogen-vacancy electronic spins in diamond. a, A single nitrogen-vacancy
impurity (NV) proximal to the surface of an ultra-pure bulk single-crystal
diamond sample (left) or localized within a diamond nanocrystal (right) is
used to sense an externally applied AC magnetic field (BAC, top left). A 20-
mm-diameter wire (yellow) generates microwave pulses to manipulate the
electronic spin states. b, Level structure of the nitrogen-vacancy centre; see
Methods for details. c, Diagram of the experimental approach. Single
nitrogen-vacancy centres are imaged and localized with ,170 nm resolution
using confocal microscopy. The position of the focal point is moved near the
sample surface, using a galvanometer mounted mirror to change the beam
path and a piezo-driven objective mount. A pair of Helmholtz coils is used to
provide both AC and DC magnetic fields. Experiments are then performed
on single nitrogen-vacancy centres, as verified by photon correlation
measurements. d, Optical and microwave spin-echo pulse sequence used for
sensing an AC magnetic field, BAC(t). An individual centre is first polarized
into the ms 5 0 sublevel. A coherent superposition between the states ms 5 0
and ms 5 1 is created by applying a microwave p/2 pulse tuned to this
transition. The system freely evolves for a period of time t/2, followed by a p
refocusing pulse. After a second t/2 evolution period, the electronic spin
state is projected onto the ms 5 0,1 basis by a final p/2 pulse, at which point
the ground state population is detected optically via spin-dependent
fluorescence. The DC magnetic field is adjusted to eliminate the
contribution of the randomly phased field produced by 13C nuclear spins
(gold curve) by choosing t 5 2n/vL, for integer n.

0

0

50

0.1

100

0.2

150

0.3

200

0.4

250

0.5

30

0.6

20

20

10

15

0

10

5

0

δB

δS

2

1

2

1

a

b
t (ms)

S
ig

na
l (

%
 c

ha
ng

e)
S

ig
na

l (
%

 c
ha

ng
e)

BAC (nT)

Figure 2 | Demonstration of spin-echo-based magnetometry with an
individual nitrogen-vacancy electronic spin in a bulk diamond sample.
a, Example of electronic spin-echo measurement. We plot the normalized
echo signal corresponding to a fractional change of nitrogen-vacancy centre
fluorescence. Maximal signal corresponds to an average number of photons
Ænæ 5 0.03 detected during the 324-ns photon counting window of a single
experimental run. Collapses and revivals are due to interactions with a 13C
nuclear spin bath. The revivals occur at half the rate of the Larmor frequency
of 13C (here set by BDC 5 22 G). The spin-echo signal envelope was fitted
with an exponential decay function modulated by a strongly interacting pair
of nearby 13C (see Methods). Magnetometer sensitivity experiments are
performed at spin-echo revival peaks to maximize signal. Revivals 1 and 2,
treated in b, are indicated. b, Examples of measured spin-echo signal as a
function of BAC for two operating frequencies, n1 5 3.15 kHz (red) and
n2 5 4.21 kHz (blue), corresponding to revivals 1 and 2 indicated in a. Each
displayed point is a result of N 5 7 3 105 averages of spin-echo sequences.
The magnetometer is most sensitive to variations in the AC magnetic field
amplitude (dB) at the point of maximum slope, with the sensitivity being
limited by the uncertainty in the spin-echo signal measurement (dS). We
note that the cosine behaviour of the signal with respect to AC magnetic field
amplitude can be changed to a sine by adjusting the phase of the third
microwave pulse by 90u. This change moves the point of maximum
magnetometer sensitivity to near zero AC field amplitude.
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shift of the nitrogen-vacancy spin during one period increases. This
makes the nitrogen-vacancy spin more sensitive to variations of BAC

as the frequency is reduced, until the point at which the nitrogen-
vacancy spin decoheres during a single period of the external AC
magnetic field’s oscillation. This decoherence decreases the magnet-
ometer’s sensitivity by decreasing the contrast of the spin-echo signal
(F(1/n) R 0) and therefore the slope dSB. At high frequencies or short
times, F(1/n) R 1, and the sensitivity scales as

ffiffiffi
n
p

. Hence, the mag-
netometer sensitivity is optimized for frequencies comparable with
the longest time for which substantial echo signal is still observable.
We note that it is possible to measure at higher frequencies without
further loss of sensitivity by using multiple spin-echo pulses in a given
measurement period8. Figure 3b shows examples of measured nitro-
gen-vacancy magnetometer sensitivity for a fixed n as a function of T.
The solid line is a fit to dBmin / T2a, where a 5 0.5 6 0.01, indi-
cating that magnetic fields as small as few nanoteslas are resolvable
after 100 s of averaging.

As noted above, a key feature of our technique is that at specific
times, determined by echo revivals, the nitrogen-vacancy electronic
spin can be essentially decoupled from 13C nuclear spins. In practice,
the decoupling is not perfect, owing to internal dynamics of the
electronic environment other than simple spin precession. In fact,
the overall decay of the echo signal shown in Fig. 2a does not follow
the simple exponential decay associated with typical ESR on bulk
samples. This can be understood by noting that the echo dynamics
of a single nitrogen-vacancy centre near its revivals is probably deter-
mined by a few nearby 13C atoms, which interact strongly with the
electronic spin7,14–16,21, yielding multiple characteristic timescales for
echo decay (see Methods).

The absolute sensitivity of the nitrogen-vacancy magnetometer
depends on the signal-to-noise ratio in the readout of the nitrogen-
vacancy electronic spin state. In the present demonstration, this is
limited by photon collection efficiency, which is ,0.1%. The result-
ing photon shot noise1,8 is about an order of magnitude larger than
the ideal quantum projection noise limit given by equation (1),
resulting in a corresponding degradation of magnetometer sensitiv-
ity. Our theoretical prediction of magnetometer sensitivity (solid
curve in Fig. 3a) combines the nitrogen-vacancy coherence prop-
erties shown in Fig. 2a with the noise due to photon counting stat-
istics and imperfect collection efficiency (see Methods). This
prediction is in excellent agreement with our experimental results,
indicating that our magnetometer is photon-shot-noise limited.

To demonstrate magnetic sensing within a nanoscale detection
volume, we also performed similar experiments with single nitro-
gen-vacancy centres in diamond nanocrystals. We used commer-
cially available nanocrystals that contain a large number of
impurities, which shorten the electronic spin coherence time22 to
values ranging from 4 to 10 ms. Sensitive detection of AC magnetic
fields is still possible, as demonstrated experimentally in Fig. 4. Here,

the echo signal from a single nitrogen-vacancy centre in a 30-nm-size
nanocrystal decays on a timescale of ,4 ms. The absence of character-
istic collapses and revivals, associated with couplings to 13C nuclear
spins, indicates that the echo decay is probably due to other spin
impurities, such as paramagnetic substitutional nitrogen atoms con-
taining unpaired electron spins. Magnetic sensing with such a nano-
crystal at n 5 380 kHz is demonstrated in Fig. 4b. From these
measurements, we estimate a magnetometer sensitivity of
dBmin < 0.5 6 0.1 mT Hz21/2 for this nanocrystal.

Improved magnetometer sensitivity for bulk and nanocrystal dia-
mond may be achieved in several ways. By using isotopically pure
diamond with low concentrations of both 13C and nitrogen electron
spin impurities, much longer coherence and interrogation times
should be possible. For diamond nanocrystals, however, the ultimate
sensitivity will eventually be limited by surface effects19,23. Increases to
the signal-to-noise ratio may also be possible by improving the mea-
surement readout efficiency. Near single-shot readout of an elec-
tronic spin in diamond has been achieved with cryogenic cooling
using resonant excitation24. Photon collection efficiency at room
temperature can also be substantially improved using either conven-
tional far-field optics or evanescent, near-field coupling to optical
waveguides25. Finally, further improvements can probably be
obtained by using magnetic sensing with multiple nitrogen-vacancy
centres and by using more complex pulse sequences8.

Our results demonstrate that electronic spins in diamond can
be used for precision measurements of nanoscale magnetic fields.
This approach opens a new regime of magnetic sensing, enabling
detection of single-electron and even nuclear spins separated from
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Figure 3 | Characterization of magnetometer sensitivity and minimum
measurable AC magnetic field. a, Measured sensitivity of a single nitrogen-
vacancy spin magnetometer in a bulk diamond sample over a range of
frequencies for the external AC magnetic field after averaging for one second
(T 5 1 s). Error bars, standard deviation (s.d.) for a sample size of 30. Also
shown is the theoretically predicted sensitivity (solid blue line), with the
shaded region representing uncertainty due to variations in photon

collection efficiency (see Methods). Measurements were carried out at two
different DC fields, BDC 5 13 G (in red) and 22 G (in green). b, The
minimum measurable AC magnetic field as a function of averaging time, for
AC field frequency n 5 3.2 kHz and BDC 5 13 G. Fit to this data (red curve)
shows that the sensitivity improves as the square root of the averaging time,
and is consistent with theoretical estimates based on photon-shot-noise
limited detection.
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Figure 4 | Demonstration of magnetic sensing with a single nitrogen-
vacancy electronic spin in a diamond nanocrystal. a, Example of electronic
spin-echo signal from a single nitrogen-vacancy centre contained in a
diamond nanocrystal with diameter of 34 6 12 nm as determined by atomic
force microscopy. Maximum signal corresponds to an average number of
photons Ænæ 5 0.02 counted during a 324-ns photon counting window. The
arrow indicates the time at which magnetic sensing is performed in
b. b, Example of electronic spin-echo signal as a function of BAC at a
frequency of n 5 380 kHz. For these data, N 5 2 3 106 averages of spin-echo
sequences were used. The resulting standard deviation yields a
magnetometer sensitivity of 0.5 6 0.1 mT Hz21/2.
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nitrogen-vacancy centres by a few tens of nanometres (see
Supplementary Information for details). For example, by combining
our spin-echo based method with the recently demonstrated26 trans-
port and manipulation of nanocrystals using an atomic force micro-
scope, a new kind of nanoscale scanning magnetic sensor may be
created. Such a sensor could have a wide range of applications, ranging
from biological and materials science to quantum information pro-
cessing and fundamental tests of quantum mechanics. With the aid of
field gradients, used for example in approaches based on magnetic
resonance force microscopy5,6, nitrogen-vacancy diamond magnet-
ometers may allow sensing and resolving of individual nuclear spins,
with applications in structural biology8,27. Our sensing technique also
provides an efficient method for measuring single electronic spins in
various quantum computing architectures. Furthermore, this tech-
nique may allow non-destructive mapping of quantum states into
nitrogen-vacancy centres, operating as a quantum magnetic ‘head’28,
with possibilities for mechanical transport of quantum information.
Finally, we note that our technique could be used for detecting the
quantum motion of magnetic mechanical resonators29,30, with new
possibilities for creating non-classical states of mechanical motion
and for testing quantum mechanics on a macroscopic scale.

METHODS SUMMARY
AC magnetometry was performed at room temperature on nitrogen-vacancy

centres found in both a bulk single-crystal diamond sample and in synthetic

diamond nanocrystals (30 nm mean diameter). Single nitrogen-vacancy centres

were isolated and probed by confocal microscopy. Phonon-mediated fluorescent

emission (630–750 nm) was detected under coherent optical excitation

(l 5 532 nm) using a single photon counting module (APD). As single spots

in the confocal image may constitute many nitrogen-vacancy centres, single

centres were identified by observing photon antibunching in the measurement

of the second-order correlation function.

Green excitation of a nitrogen-vacancy centre also polarized the electronic

spin by optical pumping to the ms 5 0 sublevel of the 3A2 ground state. The

mechanism responsible for optical pumping also provided a means for spin-
sensitive detection, as the rate of fluorescence differs for the ms 5 0 and ms 5 61

states. Coherent manipulation of the spin states was achieved by applying micro-

wave radiation resonant with the j0æ R j1æ transition through a 20 mm wire. A

pair of Helmholtz coils provided a static magnetic field to split the degenerate

j61æ levels; these coils also produced the external AC magnetic fields sensed with

the nitrogen-vacancy magnetometer.

In performing magnetometry, pulsed laser and microwave excitations were

defined with an acousto-optic modulator and microwave switch, respectively. As

described in Fig. 1d, magnetometer measurements were made for an external AC

magnetic field with amplitude BAC and frequency n, properly phased with respect

to the microwave pulses. When the length of the spin-echo sequence (t) equalled

1/n, the accumulated phase of the electronic spin was proportional to BAC. The

fluorescence rate was directly related to this phase. A counting window of 324 ns

provided optimal contrast of the fluorescent readout. Many spin-echo cycles

were typically averaged to reduce the uncertainty of the photon statistics assoc-

iated with the low count rate (,1 photon per readout). This technique was

sensitive to the projection of the AC magnetic field onto the quantization axis

of the electronic spin, corresponding to a vector magnetometer.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Samples. AC magnetometry was performed at room temperature on nitrogen-

vacancy centres in both a bulk single-crystal diamond sample

(1 mm 3 1 mm 3 0.5 mm, natural diamond with an atypically low nitrogen

concentration) and in diamond nanocrystals (monocrystalline, synthetic dia-

monds, 30 nm mean diameter, purchased from Microdiamant) deposited on a

quartz coverslip.

Confocal set-up. Single nitrogen-vacancy centres were isolated and probed via

confocal microscopy. Phonon-mediated fluorescent emission (630–750 nm) was

detected under coherent optical excitation (l 5 532 nm) using a single photon

counting module (Perkin-Elmer SPCM-AQRH-13). The density of nitrogen-

vacancy centres in both the bulk single-crystal and nanocrystal samples were

sufficiently low that single bright spots (within the approximate confocal volume

of 200 nm 3 200 nm 3 500 nm) were resolvable from the background fluor-

escence. As single spots in the confocal image may constitute many nitrogen-

vacancy centres, single centres were identified by observing photon antibunching

in the measurement of the second-order correlation function. This emission was

separated from the excitation path using a dichroic mirror, and also notch and

longpass filters. Samples were imaged with an oil immersion objective lens

(Nikon CFI Plan Fluor Series, NA 5 1.3, 1003 magnification) over a

50 mm 3 50 mm area in the plane normal to the optical path. Two galvanometer

controlled mirrors steered the beam path for rapid imaging of this area.

Experimental drifting of the focal plane due to thermal effects was compensated

by using closed-loop feedback of the galvanometer and objective piezo voltages.

Single-centre electron spin resonance. The nitrogen-vacancy centre 3A2 ground

state consists of two unpaired electrons in a triplet configuration leading to a

zero-field splitting (D 5 2.87 GHz) between the ms 5 0 and ms 5 6 1 sublevels.

Coherent optical excitation at l 5 532 nm optically pumped the ground state

into its ms 5 0 sublevel. In addition, an external static magnetic field produced by

a pair of Helmholtz coils split the degeneracy between the ms 5 61 states. It was

then possible to selectively address transitions between the ms 5 0 and ms 5 1 (or

ms 5 21) states with microwave radiation (Fig. 1b) and manipulate a two-level

subspace of the spin triplet (for example with spin-echo pulse sequences).

Microwave radiation was applied by using the magnetic field emanating from

a 20 mm wire placed on the surface of the samples.

The excited (3E) state decay rates, also responsible for optical pumping, pro-

vided a means for spin-sensitive detection, as the rate of fluorescence was

reduced for the ms 5 61 states compared to the ms 5 0 states, with .35%

contrast. The spin state in the ground electronic state was measured by pulsing

on green excitation and monitoring the total number of photons collected within

the optimal measurement interval, 324 ns. A 300 MHz PulseBlaster ESR pulse

generator was employed for timing the triggering of counters, microwave pulses,

the AC magnetic field, and the excitation laser. Microwave pulses were provided

by gating the output of a frequency synthesizer with a microwave switch, while

green laser pulses were generated using an acousto-optic modulator. The p and

p/2 pulses used for the spin-echo sequence were calibrated from the Rabi nuta-
tion curves between the two spin states.

AC magnetometry. As described in Fig. 1d and in ref. 8, demonstration mag-

netometer measurements were performed for an externally applied AC magnetic

field with amplitude BAC, frequency n, and phase wAC during a cycle of a spin-

echo sequence with a period t. The accumulated phase of the spin superposition

state

dw~
4gmBBAC

2pn
sin2 pnt

2

� �
cos pntzwACð Þ ð2Þ

contained information about the projection of the AC magnetic field amplitude

onto the quantization axis of the electronic spin, corresponding to a vector

magnetometer. Oscillatory magnetic fields from 1–10 kHz were generated by

modulating the current through a Helmholtz pair also used to apply a bias DC

magnetic field. For application of higher frequency AC fields (100–300 kHz), a

single coil (60 turns) was resonantly driven and placed near the sample.

The measured signal intensity SB was a function of the accumulated phase dw,

as given by the probability of being in the ms 5 0 state after the spin-echo pulse

sequence: SB / P0(BAC) 5 [1 1 F(t)cos(dw)]/2. Ideally, for a single-shot mea-

surement of BAC the sensitivity was maximized for a particular n by setting

t 5 1/n. In practice, many spin-echo cycles were averaged to reduce the uncer-

tainty in photon statistics given the low single-shot count rate. To this end, the

period of the entire measurement sequence (including polarization and readout,

Fig. 1d) was matched to 1/n in order to avoid multiple offset phases wAC when the

periods were incommensurate. The dependence on wAC was removed entirely by

appropriately shifting the time origin of the measurement pulse train. As the
polarization (tp 5 1 ms) and readout (tr 5 3ms) periods were short compared to

the oscillation periods for typical 1–10 kHz AC magnetic fields, this choice

introduced a slight deviation e from the optimal dw, as

tp 1 tr 1 t 5 1/n R tn 5 1 2 e. The overall sensitivity was thus slightly reduced

from its optimal value as 1 2O(e2). For all experiments presented here,

nt 5 0.88 was used. The envelope of the spin-echo signal, F(t) (see, for example,

Fig. 2a) was modelled with an exponential decay modulated by the effect of a pair

of nearby strongly interacting 13C nuclear spins. In this model21,

F(t) 5 exp(2(t/T2)4)(1 2 [(a2 2 b2)/a2]sin2(at)sin2(bt)); where for the data

in Fig. 2a we found T2 5 676ms, b 5 478 Hz (corresponding to the dipolar inter-

action between the two nuclei) and a 5 626 Hz (corresponding to the interac-

tions between the nuclei and the nitrogen-vacancy spin). Using these

experimentally determined parameters, the above model provided a prediction

for the magnetometer sensitivity8 gAC~pB= gmBC
ffiffiffi
n
p

F 1=nð Þð Þ as a function of

frequency (solid curve in Fig. 3a), where g < 2 is the electron g-factor, mB is the

Bohr magneton, and C22 5 1 1 2(a0 1 a1 1 a0a1)/(a0 2 a1)2 is a factor that esti-

mates8 the photon shot noise when the average photon number during the

readout window of 324 ns is much less than 1. The values a0 5 0.03 6 0.006
and a1 5 0.018 6 0.004 were the average numbers of detected photons for the

electronic spin states ms 5 0 and ms 5 6 1, respectively.
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LETTERS

Nanoscale imaging magnetometry with diamond
spins under ambient conditions
Gopalakrishnan Balasubramanian1, I. Y. Chan2{, Roman Kolesov1, Mohannad Al-Hmoud1, Julia Tisler1, Chang Shin3,
Changdong Kim3, Aleksander Wojcik3, Philip R. Hemmer3, Anke Krueger4, Tobias Hanke5, Alfred Leitenstorfer5,
Rudolf Bratschitsch5, Fedor Jelezko1 & Jörg Wrachtrup1

Magnetic resonance imaging and optical microscopy are key tech-
nologies in the life sciences. For microbiological studies, especially
of the inner workings of single cells, optical microscopy is norm-
ally used because it easily achieves resolution close to the optical
wavelength. But in conventional microscopy, diffraction limits the
resolution to about half the wavelength. Recently, it was shown
that this limit can be partly overcome by nonlinear imaging tech-
niques1,2, but there is still a barrier to reaching the molecular scale.
In contrast, in magnetic resonance imaging the spatial resolution
is not determined by diffraction; rather, it is limited by magnetic
field sensitivity, and so can in principle go well below the optical
wavelength. The sensitivity of magnetic resonance imaging has
recently been improved enough to image single cells3,4, and mag-
netic resonance force microscopy5 has succeeded in detecting sin-
gle electrons6 and small nuclear spin ensembles7. However, this
technique currently requires cryogenic temperatures, which limit
most potential biological applications8. Alternatively, single-elec-
tron spin states can be detected optically9,10, even at room temper-
ature in some systems11–14. Here we show how magneto-optical
spin detection can be used to determine the location of a spin
associated with a single nitrogen-vacancy centre in diamond with
nanometre resolution under ambient conditions. By placing these
nitrogen-vacancy spins in functionalized diamond nanocrystals,
biologically specific magnetofluorescent spin markers can be pro-
duced. Significantly, we show that this nanometre-scale resolution
can be achieved without any probes located closer than typical cell
dimensions. Furthermore, we demonstrate the use of a single dia-
mond spin as a scanning probe magnetometer to map nanoscale
magnetic field variations. The potential impact of single-spin
imaging at room temperature is far-reaching. It could lead to the
capability to probe biologically relevant spins in living cells.

The nitrogen-vacancy centre in diamond is a unique solid state
system that allows ultrasensitive and rapid detection of single elec-
tronic spin states under ambient conditions12. The nitrogen-vacancy
defect is a naturally occurring impurity that is responsible for the
pink colouration of diamond crystals when present in high concen-
tration. It was demonstrated that this colour centre can be produced
in diamond nanocrystals by electron irradiation. Fluorescing nitro-
gen-vacancy diamond nanocrystals can be used as markers for bioi-
maging applications15. Such markers have attracted widespread
interest because of their unprecedented photostability and non-tox-
icity16,17. It was recognized recently that the magnetic properties of
such fluorescent labels can in principle be used for novel micro-
scopy18,19. Here we demonstrate the realization of a magneto-optic

microscope using nitrogen-vacancy diamond as the magnetic fluor-
escent label that moreover does not bleach or blink.

Figure 1c and d show the fluorescence and atomic force micro-
scope image of nanocrystals containing nitrogen-vacancy defects. By
careful choice of irradiation doses, we were able to control the num-
ber of nitrogen-vacancy centres per nanocrystal. The particular sam-
ple presented in Fig. 1 has on average a single nitrogen-vacancy defect
per 40 nm nanocrystal (confirmed by fluorescence correlation mea-
surements, Fig. 1e).

The energy level scheme and structure of the nitrogen-vacancy
defect is shown in Fig. 1a and b. Two out of six electrons of the centre
are unpaired, forming an electron spin triplet in the electronic
ground and first excited state. Broadband optical excitation of the
centre polarizes it by optical pumping into the ms 5 0 spin sublevel.
Laser-assisted detection of the spin state of a single nitrogen-vacancy
centre makes use of differences in the absorption and emission prop-
erties of the spin sublevels. Specifically, the spin sublevel with mag-
netic quantum number ms 5 0 (bright state) scatters ,30% more
photons than ms 5 61 states. Hence, when a resonant microwave
field induces magnetic dipole transitions between these electronic
spin sublevels, it destroys the optically pumped spin polarization,
resulting in a significant decrease of the nitrogen-vacancy centre
fluorescence. An example of such an optically detected electron spin
resonance (ESR) spectrum of a single nitrogen-vacancy electronic
spin is shown in Fig. 1f.

The spin Hamiltonian of the nitrogen-vacancy defect (neglecting
electron–nuclear spin coupling) can be written as the sum of zero-field

and Zeeman terms, H~D S2
z {(1=3) S Sz1ð Þ½ �

� �
zE S2

x{S2
y

� �
z

gmBB:S, where D and E are zero-field splitting parameters, S 5 1, mB

is the Bohr magneton and g is the electron g-factor (g 5 2.0). Owing to
the magnetic dipole interaction between the two unpaired electrons
even at zero external magnetic field, the sublevels ms 5 0 and ms 5 61
are separated (D 5 2,870 MHz). Owing to symmetry, the ms 5 61
sublevels of the nitrogen-vacancy defect are degenerate at zero mag-
netic field (E 5 0), resulting in a single resonance line appearing in the
ESR spectrum (Fig. 1f). An external magnetic field lifts the degeneracy
of ms 5 61, leading to the appearance of two lines. By measuring the
positions of the ESR resonances v1 and v2, it is possible to calculate
the magnitude of the external field B according to gmBð Þ2~
(1=3) v2

1zv2
2{v1v2{D2

� �
{E2 (see Methods for details).

From the above-mentioned relations, it can be seen that, when
combined with nano-positioning instrumentation, the single spin
associated with a nitrogen-vacancy defect can be used as an atom-
sized scanning probe vector magnetometer. Similarly, when placed in

13 Physikalisches Institut, Universität Stuttgart, 70550 Stuttgart, Germany. 2Department of Chemistry, Brandeis University, Waltham, Massachusetts 02454, USA. 3Department of
Electrical and Computer Engineering, Texas A&M University, College Station, Texas 77843, USA. 4Otto-Diels-Institut für Organische Chemie, Christian-Albrechts-Universität zu Kiel,
24098 Kiel, Germany. 5University of Konstanz and Center for Applied Photonics, 78457 Konstanz, Germany. {Present address: 3 Physikalisches Institut, Universität Stuttgart, 70550
Stuttgart, Germany.
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an inhomogeneous magnetic field with a known field gradient, the
defect can be used as a magneto-optical spin marker for suboptical-
wavelength tagged imaging. As a demonstration, two-dimensional
spin imaging experiments were performed using a single nitrogen-
vacancy centre and the highly inhomogeneous magnetic field pro-
duced by the magnetic tip of an atomic force microscope (AFM). The
experimental set-up is shown in Fig. 2a. A commercial AFM was
combined with a confocal microscope. The magnetic probe, com-
monly used in magnetic force microscopy, consists of a sharp silicon
tip coated with 30 nm of magnetic material: the exact magnetic field
profile of the cantilever is not known a priori, and must be deter-
mined. For this, we have used our single-spin nitrogen-vacancy mag-
netometer. The magnetic cantilever was first placed at a known
distance from the diamond nanocrystal, and the magnetic field
experienced by the single nitrogen-vacancy centre was recorded in
steps (corresponding to several hundred nanometre displacements of
the cantilever) by acquiring ESR spectra such as those in Fig. 1f at
each location. The experimentally obtained data points were then
fitted using a Lorentzian function, inferred from numerical simu-
lation of the field created by the cantilever (Fig. 2b). This gives the
magnetic field profile of the cantilever in one dimension. Similarly,
the profile along an orthogonal axis is recorded to give the

two-dimensional profile as well as the exact position of the nitro-
gen-vacancy centre.

To visualize the resolving power of our gradient imaging tech-
nique, the magnetic cantilever was scanned in the vicinity of a nano-
crystal containing a single nitrogen-vacancy defect while
simultaneously exciting with a fixed-frequency microwave field.
When a confocal image is acquired, each point of the optical image
corresponds to a well-defined magnetic field value (as measured in
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the previous experiment). At particular positions (pixels) when the
microwave frequency is resonant with the corresponding spin sub-
level splitting, the fluorescence intensity is reduced. This results in a
dark ring (Fig. 2), which marks a two-dimensional cut through the B
field corresponding to a constant magnetic field projection along the
nitrogen-vacancy quantization axis. The width of the rings is given by
the magnetic resonance linewidth divided by the field gradient
(80 mT nm21). This ring width also defines the ultimate resolution
limit of this technique for spin imaging. Rings with 5 nm width are
observed, and shown in Fig. 2c inset. Note that this width is smaller
than the sizes of both the magnetic tip and the diamond nanocrystal,
and is only possible because a single nitrogen-vacancy centre is loca-
lized to a fraction of a nanometre in the diamond lattice. The dark
ring shown in Fig. 2c is only seen if simultaneously the nitrogen-
vacancy axis is oriented vertically, and the magnetic field is radially
symmetric. This special case was selected to simplify understanding
of the technique. It is interesting to note that a vibrating cantilever
(a.c. mode AFM was used in all the experiments) induces significant
line broadening when the magnetic cantilever comes very close to the
spin (see Supplementary Information).

Being an atomic-sized non-perturbing magnetic field sensor, the
single nitrogen-vacancy centre can be incorporated into the cantilever
instead of a magnetic coating, and used as a scanning probe magneto-
meter to achieve subwavelength imaging resolution. To demonstrate
the feasibility of this approach, we attached a nanocrystal containing a
single nitrogen-vacancy centre to the tip of a cantilever, and used it to
profile the magnetic field produced by a nanometre-sized magnetic
structure. Details of the set-up are shown in Fig. 3a. Microwaves are
tuned into resonance with the nitrogen-vacancy spin at the tip of the
cantilever (see Fig. 3b) for a particular magnetic field projection.
Hence the resonance conditions in the vicinity of the magnetic nano-
structures are satisfied along well-defined lines of constant Bz, where z
is along the nitrogen-vacancy quantization axis. Figure 3c shows a
magneto-optical image of a triangular magnetic structure obtained
with a single nitrogen-vacancy defect as light source (as expected, the
structure appears as a shadow in our detection geometry). The narrow
dark line close to the corner represents spatial regions where the con-
ditions for magnetic resonance of the nitrogen-vacancy centre on the
tip are fulfilled (Bz 5 5 mT). Note that the image represents raw data
acquired in just 4 minutes. The magnetic field resolution is given by
the width of the dark lines, which are about 20 nm, multiplied by the
magnetic field gradient of 25mT nm21 (measured by recording several
resonance lines at different microwave frequencies, data not shown).
It corresponds to a measurement resolution of 0.5 mT. The limiting
factor here is oscillatory motion of the nanodiamond attached to the
AFM tip (see Methods for details).

The resolution could be significantly improved by phase locking of
the detection system to the oscillatory motion of the cantilever, and
using echo-based techniques with an echo period matched to a single
oscillation period of the cantilever. This essentially corresponds to
measuring a.c. instead of d.c. magnetic fields. The advantage of using
echoes is that the effective ESR linewidth is narrower than the
inhomogeneous linewidth20, and for a long spin phase memory time
T2 is effectively given by the AFM vibration frequency, which is
100 kHz for standard AFM cantilevers. Hence we expect an improve-
ment of field measurement accuracy by a factor of 150 (3mT) using
this technique. For the magnetic field gradient caused by the struc-
ture imaged in Fig. 3c, this would correspond to subnanometre spa-
tial resolution.

Ultrasensitive magnetometry with single spins in diamond not only
allows high spatial resolution imaging, but also might be applied to
image single external spins under ambient conditions. Here the mag-
netic sublevels of the nitrogen-vacancy centre are shifted by the mag-
netic fields produced by (for example) other single electron or nuclear
magnetic dipoles in nearby molecules. To show the feasibility of single
electron and nuclear spin detection, we estimate the ultimate sensiti-
vity limit of a scanning spin microscope based on nitrogen-vacancy

centres in diamond. The magnetic field created by a single electron
spin located at distance r from the nitrogen-vacancy spin is
Bdip~ m0m=4pð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 cos2 hz1
p �

r3, where is m the single spin magnetic
moment, and h is the angle between the vector connecting the two
spins and the vector of the external magnetic field. When we substitute
m~{(1=2)gemB<10{23JT{1, and m0=4p<10{7NA{2, a field of
1025 T can be obtained for a distance between the electron and nitro-
gen-vacancy spins of 5 nm. For the nitrogen-vacancy centre this gives
up to 0.3 MHz of ESR frequency shift, which is within the projected
detection limit for the single nitrogen-vacancy nanocrystals used in
this demonstration. Imaging single nuclear spins is more challenging,
as the lower nuclear magnetic moment results in fields three orders of
magnitude lower (1028 T). This value corresponds to a kilohertz shift
of the nitrogen-vacancy resonance.

In general, the sensitivity of our nitrogen-vacancy magnetometer
is determined by the linewidth of the ESR transition. Experiments
presented here were carried out using continuous wave (c.w.) ESR
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Figure 3 | Scanning probe magnetometry. a, Diagram of the magnetic field
imaging experiment. A nanoscale magnetic particle (red) is imaged with a
single nitrogen-vacancy defect (green, within the blue nanocrystal) fixed at
the scanning probe tip (black). b, Optical image of a diamond nanocrystal
attached to an AFM tip (view from the bottom). The scattered light image of
the tip is overlapped with the fluorescence image of the nanocrystal. The
bright spot (arrowed) represents fluorescence of a single nitrogen-vacancy
defect. Fluorescence autocorrelation function (data not shown) shows a
pronounced antibunching dip, indicating a single nitrogen-vacancy defect in
the nanocrystal on the AFM tip. c, Field reconstruction using the scanning
probe single spin magnetometer. Top left, an AFM image of a nickel
magnetic nanostructure prepared by electron beam lithography; bottom left,
a magneto-optical image of the same structure, recorded using a single
nitrogen-vacancy centre on the AFM tip as light source and magnetometer.
Inset (right), the fluorescence signal from the scanned nitrogen-vacancy
centre attached to the apex of the AFM tip when resonant microwaves at
2,750 MHz are applied (the arrowed point corresponds to 5 mT resonance
line with the magnetic field tilted by 45u relative to the nitrogen-vacancy
axis).
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and technical grade diamonds. Hence the linewidth of the spin res-
onance line (a few MHz) was limited by fast (ms) decoherence and
microwave-field-induced broadening. However, it was recently
shown that the phase memory time for ultrapure diamond reaches
one millisecond when echo-based techniques are used for detec-
tion21. This corresponds to a linewidth of the order of 0.3 kHz.
Taking this value, single nuclear spins can be detected at 5 nm dis-
tance under ambient conditions22. As these spin linewidths were
obtained under ambient conditions, this approach will potentially
enable the use of nitrogen-vacancy defects in diamond nanocrystals
as a probe for intracellular electron (and possibly nuclear) spin
imaging.

METHODS SUMMARY
Magnetic imaging and magnetometry experiments were performed using a
home-built scanning confocal microscope combined with an AFM (MFP-3D

Asylum Research). Nitrogen-vacancy defects were excited with a frequency

doubled c.w. Nd:YAG laser (Coherent Compass) focused on to the sample with

a high NA objective (Olympus PlanAPO, NA 5 1.35). Luminescence light was

collected by the same objective and filtered from the excitation light using a

dichroic beamsplitter (640 DCXR, Chroma) and long-pass filter (647 LP,

Chroma). Photon counting of the filtered light was performed using two ava-

lanche photodiodes (SPQR-14, Perkin-Elmer). Fluorescence autocorrelation

histograms were recorded using a fast multichannel analyser (Fastcomtec,

P7889). Optically detected magnetic resonance measurements were performed

using a commercial microwave source (Rhode & Schwarz GmbH, SMIQ 03)

amplified by a travelling wave tube amplifier (Hughes 8020H). Commercially

available magnetic cantilevers (Team Nanotec) were used for generation of high

magnetic field gradients. UV curing glue (Thorlabs) was used to attach diamond

nanocrystals to the AFM tip for the scanning probe magnetometry.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Vector magnetometry using a single nitrogen-vacancy defect electron spin.
The resonance frequencies of the ms 5 0«61 spin transitions of a spin-1 system

allow one to extract the magnitude of the local magnetic field and, under some

approximations, the angle between the magnetic field and the symmetry axis of

the system. The spin Hamiltonian of an S 5 1 system having a distorted C3v

symmetry is given by the following expression:

H~mBgB:SzD S2
z {S Sz1ð Þ

�
3

� �
zE S2

x{S2
y

� �

where D and E are the zero-field splitting parameters, S 5 1, mB is the Bohr

magneton, g 5 2 is the g-factor, and B is the external magnetic field. Imperfect

axial symmetry is reflected by the asymmetry parameter E. These parameters

unambiguously determine the natural local coordinate system, with the z axis

being along the axis of the nitrogen-vacancy centre and x and y axes being along

the principal axes of the distortion ellipsoid. In such a coordinate system, it is

convenient to describe the magnetic field by its magnitude B and the two angles,

h (polar) and Q (azimuthal). All parameters B, h and Q can be obtained from

analysis of the ESR spectrum. The positions of spin levels are given by the

solutions of the characteristic equation:

x3{
D2

3
zE2zb2

� �
x{

b2

2
Dcos2hz2Ecos2Qsin2h
� �

{
D

6
4E2zb2
� �

z
2D3

27
~0

where b 5 mBgB. Denoting the frequency of the Sz 5 0 state as x0, one finds that

the positions of the Sz 5 61 states are given by x6 5 x0 1 n06, where n06 are the

experimentally measured frequencies of 0«61 spin transitions. Since x6 must

satisfy the above-mentioned equation, it is possible to obtain three equations for

the four unknowns (x0, B, h and Q), two of which, h and Q, form a unique

combination D 5 Dcos2h 1 2Ecos2Qsin2h. This set of equations gives the fol-

lowing solutions for b and D:

b2~
1
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1zn2
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Since for nitrogen-vacancy centres D? E, D < Dcos2h. Thus, knowing the zero-

field splitting parameters and the frequencies of the 0«61 ESR resonances, one
can find B and h. The solution of the inverse problem of finding the two ESR

frequencies given the known B and h is presented in Supplementary Information.

Modelling the magnetic field of the cantilever. The magnetic field of a tip

having a ferromagnetic coating was simulated in the following manner. The

surface of the tip is assumed to be an axially symmetric cone with a round apex.

It can be simulated by the following simple analytical formula:

h~rtanh
r

2r0

where h is the height of the surface point above the apex, r is the radial coord-

inate, and r0 is the curvature radius of the rounded apex of the tip. It is assumed

that the tip surface is covered with a thin layer of ferromagnetic material. The

magnetic field produced by an infinitely small element of the surface was

approximated as that of a magnetic dipole. The magnetization of the surface is

assumed to be uniform and the direction of the magnetization of each surface

element assumed the same. The contributions of all surface elements were then

integrated over the surface of the tip. We are interested in the magnetic field in a

plane somewhat below the tip apex and perpendicular to the tip axis. In the

simplest case of the magnetization pointing along the tip axis, the magnetic field

has only radial and axial components. The typical result of a simulation is shown

in Supplementary Information. It justifies the Lorentzian field distribution

model used to find the two-dimensional position of the nitrogen-vacancy centre.
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LETTERS

Thresholds for Cenozoic bipolar glaciation
Robert M. DeConto1, David Pollard2, Paul A. Wilson3, Heiko Pälike3, Caroline H. Lear4 & Mark Pagani5

The long-standing view of Earth’s Cenozoic glacial history calls for
the first continental-scale glaciation of Antarctica in the earliest
Oligocene epoch (,33.6 million years ago1), followed by the onset
of northern-hemispheric glacial cycles in the late Pliocene epoch,
about 31 million years later2. The pivotal early Oligocene event is
characterized by a rapid shift of 1.5 parts per thousand in deep-sea
benthic oxygen-isotope values3 (Oi-1) within a few hundred thou-
sand years4, reflecting a combination of terrestrial ice growth and
deep-sea cooling. The apparent absence of contemporaneous cool-
ing in deep-sea Mg/Ca records4–6, however, has been argued to
reflect the growth of more ice than can be accommodated on
Antarctica; this, combined with new evidence of continental cool-
ing7 and ice-rafted debris8,9 in the Northern Hemisphere during
this period, raises the possibility that Oi-1 represents a precursory
bipolar glaciation. Here we test this hypothesis using an isotope-
capable global climate/ice-sheet model that accommodates both
the long-term decline of Cenozoic atmospheric CO2 levels10,11 and
the effects of orbital forcing12. We show that the CO2 threshold
below which glaciation occurs in the Northern Hemisphere
(,280 p.p.m.v.) is much lower than that for Antarctica
(,750 p.p.m.v.). Therefore, the growth of ice sheets in the
Northern Hemisphere immediately following Antarctic glaciation
would have required rapid CO2 drawdown within the Oi-1 time-
frame, to levels lower than those estimated by geochemical pro-
xies10,11 and carbon-cycle models13,14. Instead of bipolar glaciation,
we find that Oi-1 is best explained by Antarctic glaciation alone,
combined with deep-sea cooling of up to 4 6C and Antarctic ice
that is less isotopically depleted (230 to 235%) than previously
suggested15,16. Proxy CO2 estimates remain above our model’s
northern-hemispheric glaciation threshold of ,280 p.p.m.v. until
,25 Myr ago, but have been near or below that level ever since10,11.
This implies that episodic northern-hemispheric ice sheets have
been possible some 20 million years earlier than currently
assumed (although still much later than Oi-1) and could explain
some of the variability in Miocene sea-level records17,18.

Evidence for the onset of Antarctic glaciation comes from a com-
bination of marine geochemical and sea-level records3,19,20, and more
direct records of ice-rafted debris and glaciomarine sediments from
around the Antarctic margin1. Proposed mechanisms include the
opening of Southern Ocean gateways21, mountain uplift and orbital
forcing22; however, recent modelling studies implicate low atmo-
spheric CO2 as the most important factor22. The growth of ice sheets
in the Northern Hemisphere is thought to have begun much later
than in Antarctica, beginning on southern Greenland in the late
Miocene or early Pliocene23 and culminating with the onset of major
glacial cycles around 2.7–3.0 Myr ago2. Atmospheric CO2 is also con-
sidered a critical factor for Northern Hemispheric glaciation, perhaps
with additional influence from ocean gateways and mountain
uplift24. The recent discovery of much older Eocene, Oligocene and
Miocene ice-rafted debris in the Greenland Sea8,9 and Arctic Ocean25

has called this long-standing view of Earth history into question,
although the amount of Northern Hemispheric ice responsible for
these sediments remains controversial.

Our current understanding of cryospheric evolution comes largely
from marine oxygen isotope26 and Mg/Ca records5,6 from foramini-
feral calcite, and stratigraphic sea-level records from passive conti-
nental margins19,20. Benthic isotope records reflect the combined
effects of ice volume and ocean temperature, and in principle Mg/
Ca ratios provide an independent record of temperature. These data
can be combined to deconvolve the ice-volume component of the
isotope records, which show a number of sudden and large (.1%)
shifts and excursions throughout the Cenozoic (for example, the Oi
and Mi events)3. These shifts are thought to represent Antarctic
glaciation events because direct evidence for significant northern-
hemispheric ice is lacking before ,3.0 Myr ago. The stepwise shift
in benthic d18O in the earliest Oligocene (Oi-1) is the largest in the
Cenozoic. As shown in a highly resolved record from Ocean Drilling
Program site 1218 in the eastern tropical Pacific4, the event began
around 34 Myr ago, during a minimum in the 1.2-Myr obliquity cycle
producing a long interval of low seasonality (Fig. 1). This observation
is in good agreement with time-continuous simulations from a com-
bined general circulation model (GCM)/ice-sheet model accounting
for gradual Cenozoic CO2 decline and idealized orbital forcing22. In
these simulations an Antarctic ice sheet grows suddenly once CO2

reaches a critical threshold value around 2.8 to 2.6 times the ‘pre-
industrial’ atmospheric level (PAL, taken to be 280 p.p.m.v., attain-
ing a volume (21 3 106 km3) comparable to the modern East
Antarctic ice sheet. The simulated ice sheet expands in two rapid
jumps in response to height/mass-balance and albedo feedbacks
initiated when snowlines intersect high plateaux during orbital per-
iods producing cold austral summers22. The simulation bears a strik-
ing resemblance to the form of the site 1218 record4, which shows a
two-step shift in oxygen isotopes separated by ,200 kyr, with each
step occurring within one 41-kyr obliquity cycle (Fig. 1).

The problem lies in the magnitude of the isotope shift, which, if
taken as the total change in benthic d18O from the latest Eocene to the
peak of Oi-1, is ,1.5%. Assuming that the isotopic composition of
Palaeogene Antarctic ice was similar to today (245 to 257% for
West and East Antarctica, respectively27), and ignoring changes in
deep-sea temperature, the implied increase in ice volume is
,40 3 106 km3 or ,100 m of equivalent sea level. This is 135% of
modern Antarctic ice volume and nearly twice the volume of the
simulated Oi-1 ice sheet22. If the isotopic composition of precipita-
tion falling on a warmer and thinner Oligocene ice sheet were less
depleted than today as suggested previously4,22, the missing ice-
volume problem would be greatly exacerbated.

To test the hypothesis that ancient ice on a warmer Antarctica was
isotopically less depleted than today, we ran a set of oxygen-isotope
simulations spanning the Eocene/Oligocene climate transition, using
an isotope tracer-capable version28 of the same GCM used in our prior

1Department of Geosciences, University of Massachusetts, Amherst, Massachusetts 01003, USA. 2Earth and Environmental Systems Institute, Pennsylvania State University,
University Park, Pennsylvania 16802, USA. 3National Oceanography Centre, University of Southampton, Southampton SO14 3ZH, UK. 4School of Earth and Ocean Sciences, Cardiff
University, Cardiff CF10 3YE, UK. 5Department of Geology and Geophysics, Yale University, New Haven, Connecticut 06520, USA.
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simulations of Oi-1 (ref. 22; see Methods). Our results indicate that
the first ice to accumulate in the earliest Oligocene would have had an
isotopic composition of 220% to 225% (SMOW), becoming more

negative as the ice sheet grew, but not exceeding 242%, even on the
highest ice elevations (Fig. 2). The average isotopic composition of
precipitation in the accumulation zone of the fully developed earliest
Oligocene ice sheet is 230 to 235%. In the absence of deep-sea
cooling, Oi-1 would require the growth of ,65 3 106 km3 of ice
(160 m equivalent sea level), far in excess of the holding capacity of
a warmer Antarctic continent (see Methods and Supplementary
Information).

To test the possibility that Oi-1 includes a contribution from
northern-hemispheric ice sheets, we ran a series of 30-kyr simula-
tions using a GCM/ice-sheet model18,22, developed specifically for
simulating the time-continuous evolution of climate and ice sheets
over long timescales. The simulations used an earliest Oligocene
palaeogeography, with an Antarctic ice sheet already in place22.
Orbital values were initialized with a favourable but reasonable con-
figuration for northern-hemispheric glaciation, with some experi-
ments updated every 10 kyr to account for subsequent orbital
variations (see Methods). The initial cold boreal summer orbit (well
within the range that occur on Cenozoic timescales12) was chosen to
constrain the highest level of CO2 that would allow Northern
Hemisphere glaciation, given the position and topography of
Oligocene continents. Atmospheric CO2 was lowered by 0.5 3 PAL
in each successive simulation beginning with a starting value of
2.5 3 PAL, just below the model’s Antarctic CO2-glaciation thresh-
old. To substantiate our results in light of poorly constrained geo-
graphical boundary conditions, the entire sequence was repeated
with most Northern Hemisphere continental elevations reduced by
50% (see Supplementary Information).

Simulated ice sheets, total ice volumes and associated changes in
the mean isotopic composition of the ocean are shown in Figs 1 and
3, and in Supplementary Information. At relatively high levels of CO2

near the Antarctic glaciation threshold, small ice caps form on the
highest elevations of western North America, northeast Asia, East
Greenland and other locations where prevailing storm tracks inter-
sect coastlines with steep relief. Despite the initial prescription of a
favourable cool summer orbit, the onset of major glaciation does not
occur until CO2 reaches pre-industrial levels (280 p.p.m.v.), with the
largest continental ice sheet forming on Greenland because of its
broad plateau and moist maritime climate. In simulations using
lower topography (see Supplementary Information), major gla-
ciation is delayed until CO2 drops below 180 p.p.m.v. Assuming that
simulated northern-hemispheric ice sheets had an average isotopic
composition similar to modern Greenland ice (235%)27, they would
have enriched mean ocean d18Ow by nearly 0.8%. This, in addition to
Antarctica’s model-derived contribution of 0.5% (Fig. 1), could pro-
duce most of the observed shift at Oi-1 without invoking deep-sea
cooling; but this would only be possible if atmospheric CO2 fell to
pre-industrial levels or below (Fig. 4).

In a situation of decreasing Cenozoic CO2, our model first pro-
duces small isolated ice caps in the Antarctic interior during cold
austral summer orbits at CO2 levels as high as 6 3 PAL (ref. 22),
but major Antarctic glaciation does not occur until CO2 reaches
,2.7 3 PAL. In the Northern Hemisphere, small ice caps appear
on eastern Greenland and the highest elevations of the surrounding
continents over a broad range of CO2 (Fig. 3), but major glaciation
only occurs when CO2 falls near or below 1 3 PAL. The lower CO2

threshold for the large Northern Hemisphere continents is due to
their greater seasonality, lower latitudes and consequently warmer
summers. Most proxy-based estimates for late Eocene to middle
Oligocene CO2 range between 500 and 1,200 p.p.m.v. (ref. 10), well
above our simulated Northern Hemisphere glaciation threshold
(Fig. 4). Our results are consistent with the recent discovery of
Eocene and Oligocene ice-rafted debris in the Greenland Sea8

(Fig. 3a, b), but at these relatively high levels of CO2 they support a
picture of small isolated ice caps and alpine outlet glaciers as the
source rather than continental-scale ice sheets as recently suggested9.
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Figure 1 | Changes in the isotopic composition of the ocean across the
Eocene/Oligocene transition. Isotopic, orbital and model time series are
shown on the same astronomically tuned timescale4, with the simulated and
observed stepwise timing of glaciation aligned (dashed lines) for
comparison. a, The simulated change in mean ocean d18Ow

(d18O 5 [(18O/16O)sample/(
18O/16O)standard] 2 1, where standard is SMOW)

from coupled GCM/ice-sheet simulations assuming the isotopic
composition of ice is 235%. Red bars at left show the relative contributions
from Antarctic ice (light red) and from deep-sea cooling and/or Northern
Hemisphere ice (dark red). The thin red line shows a prior simulation22

ignoring Northern Hemisphere ice and assuming a continuous decline in
CO2. Carbon dioxide levels (top x axis) are the average of two simulations
assuming open and closed Southern Ocean gateways22. A second scheme
accounting for Northern Hemisphere ice sheets and rapidly decreasing CO2

beginning after Antarctic glaciation is shown by the thick red line, with red
dots corresponding to the added effect of the ice shown in Fig. 3. b, High-
resolution benthic d18O data from Ocean Drilling Program site 1218 (ref. 4).
c, Orbital parameters12 include filtered and normalized eccentricity values
for 110-kyr and 405-kyr periodicities (black lines) and the long-term
envelope for the 110 kyr (red line). The initial step in Antarctic ice growth
corresponds to low obliquity variance (green bar) and the second main step
occurs during an interval of reduced summer insolation at high latitudes
(yellow bar) as assumed in our Northern Hemisphere simulations.
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Figure 2 | Simulated isotopic composition of snowfall on a glaciating
Antarctic continent. a, Austral winter (June, July, August) isotopic averages
(%) on an ice-free Antarctica at 3 3 PAL, just above the glaciation threshold.
The austral winter average is shown for the 3 3 PAL case because most
summer precipitation in the ice-free case is rain. b, Annual mean isotopic

composition of precipitation at 2.5 3 PAL and with an intermediate ice sheet
(black outlines in continental interior). c, Same as b except with 2 3 PAL and
a fully developed early Oligocene East Antarctic ice sheet. Intermediate and
fully glaciated ice-sheet geometries in b and c (extent and surface elevations)
are taken from simulations in ref. 22.
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Figure 3 | Simulations of Northern Hemisphere ice sheets for progressively
lower values of CO2. Simulations are for earliest Oligocene palaeogeography
and favourable cold boreal summer orbit, and are made with a coupled
GCM/ice-sheet model. Ice thicknesses are shown in metres, with

corresponding total Northern Hemisphere ice volumes (106 km3) above the
right corner of each panel. Palaeogeographical boundary conditions and an
alternative set of simulations with continental elevations reduced by 50% are
shown in the Supplementary Information.
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For major bipolar glaciation to have occurred at Oi-1, CO2 would
first have to cross the Antarctic glaciation threshold (,750 p.p.m.v.)
and then fall more than 400 p.p.m.v. within ,200 kyr to reach the
Northern Hemisphere threshold (Fig. 4). Increased sea ice and
upwelling in the Southern Ocean13,29 and falling sea level14 could have
acted as feedbacks accelerating CO2 drawdown at the time of Oi-1.
This is supported by CO2 proxy records and carbon-cycle model
results showing a drop in CO2 across the Eocene/Oligocene trans-
ition10,13,14, but none of these reconstructions reach the low levels
required for Northern Hemisphere glaciation. We therefore conclude
that major bipolar glaciation at the Eocene/Oligocene transition is
unlikely, and Mg/Ca-based estimates of deep-sea temperatures across
the boundary5 are unreliable. Our findings lend support to the hypo-
thesis that the 1-km deepening of the carbonate compensation depth
and the associated carbonate ion effect on deep-water calcite mask a
cooling signal in the Mg/Ca records4,5. Therefore, the observed iso-
tope shift at Oi-1 is best explained by Antarctic glaciation22 accom-
panied by 4.0 uC of cooling in the deep sea or slightly less (,3.3 uC) if
there was additional ice growth on West Antarctica (see Methods and
Supplementary Information). This explanation is in better agree-
ment with sequence stratigraphic estimates of sea-level fall at Oi-1
(70 6 20 m)19,20 equivalent to 70–120% of modern Antarctic ice
volume, and coupled GCM/ice-sheet simulations showing 2–5 uC
cooling and expanding sea ice in the Southern Ocean in response
to Antarctic glaciation29. Additional support for ocean cooling is
provided by new records from Tanzania16 and the Gulf of
Mexico15, where Mg/Ca temperature estimates show ,2.5 uC cooling
in shallow, continental shelf settings during the first step of the
Eocene/Oligocene transition.

In summary, our model results show that the Northern Hemisphere
contained glaciers and small, isolated ice caps in high elevations
through much of the Cenozoic, especially during favourable orbital
periods (Fig. 3a–c). However, major continental-scale Northern
Hemisphere glaciation at or before the Oi-1 event (33.6 Myr) is
unlikely, in keeping with recently published high-resolution Eocene

isotope records30. Proxy reconstructions of Cenozoic carbon diox-
ide10,11 remain well above our model’s threshold for Northern
Hemisphere glaciation until around the Oligocene/Miocene boun-
dary. Since that time, transient Northern Hemisphere ice sheets could
have grown during favourable orbital periods and may help to account
for the magnitude of Neogene isotope and sea-level variability17

despite pronounced hysteresis in Antarctic ice-sheet dynamics18.
The first major event to be considered in this context is Mi-1
(,23.1 Myr ago)3, an ephemeral 200-kyr isotopic excursion similar
in magnitude to Oi-1 and coeval with a prolonged interval of low
obliquity variance26 favourable for ice-sheet development. Although
no definitive evidence of widespread northern-hemispheric glaciation
exists before ,2.7 Myr ago, pre-Pliocene records from subsequently
glaciated high northern latitudes are generally lacking. More highly
resolved CO2 records focusing on specific events, along with addi-
tional geological information from high northern latitudes, will help
to unravel the Cenozoic evolution of the cryosphere. According to
these results, this evolution may have included an episodic northern-
hemispheric ice component for the past 23 million years.

METHODS SUMMARY

The GCM and thermomechanical ice-sheet models are interactively coupled,

whereby net annual surface mass balance on the ice sheet is calculated from

monthly mean GCM meteorological fields of temperature and precipitation

horizontally interpolated to the higher-resolution ice-sheet grid. Simulations

in Fig. 3 were run to equilibrium (30 kyr) using a cold boreal summer orbit with
high eccentricity (0.05), low obliquity (22.5u) and precession placing aphelion in

July. The simulations producing large ice sheets (Fig. 3d, h) were repeated in

asynchronous coupled mode22 accounting for climate–ice feedbacks and time-

continuous orbital forcing to confirm that the fixed-orbit results in Fig. 3 are

representative of those with orbital variations.

A modified version of the ice-sheet model accounting for floating ice shelves

and migrating grounding lines was used to determine the potential for additional

ice growth over West Antarctica at Oi-1. In this model version, the buttressing

effect of an expanding proto-Ross ice shelf assists the growth of some additional

ice, but only if ocean temperatures (and sub-ice melt rates) are assumed to be

similar to modern (see Supplementary Fig. 1).

Ice volumes simulated by the ice-sheet model are converted to eustatic sea

level according to the global ocean-area fraction in our 34 Myr palaeogeography

(0.731). Equivalent Dd18Ow (change in the average isotopic composition of the

ocean) reflects either assumed isotopic ice compositions mentioned in the text,

or those derived from the simulated isotopic composition of precipitation falling

on the ice sheets using the stable isotope physics described previously28. In these

calculations, the isotopic composition of the ocean was given a uniform global

value of –1.2%, consistent with ice-free conditions at the beginning of the

experiment. With Antarctic ice at –35%, Dd18Ow is 0.0246 per 106 km3 of

grounded ice.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Global climate/ice-sheet model. The GCM and ice-sheet components of our

model are the same as those used in prior simulations of Antarctic glaciation18,22,

allowing interhemispheric comparisons of glaciation potential at different levels of

atmospheric CO2. The horizontal resolution of the atmospheric component of the

GCM is T31 (,3.75uby ,3.75u) with 18 vertical layers. Surface models including a

50-m slab ocean, dynamic–thermodynamic sea ice, and multi-layer models of

snow, soil and vegetation are on a finer 2u3 2u grid. The GCM is coupled to a

thermomechanical ice-sheet model. The ice model grid over Antarctica is polar

stereographic with a resolution of 40 km by 40 km, and 1u latitude by 1u longitude
over the Northern Hemisphere continents. Ice-sheet evolution is driven by surface

mass balance forcing from the GCM. Terrestrial ice flow is modelled using the

shallow ice approximation, while accounting for internal ice temperatures, basal

sliding, bedrock isostatic relaxation and lithospheric flexure.

Monthly mean meteorological fields (temperature and precipitation) used in

the calculation of net-annual surface mass balance are horizontally interpolated

from the GCM to the higher-resolution ice-sheet grids, using a lapse-rate adjust-

ment to account for local topographic offsets between model components. A

positive degree–day parameterization with an imposed diurnal cycle is used to

calculate ablation while accounting for refreezing of meltwater. Mass balance is

re-calculated every 200 model years to account for evolving surface elevations.

All simulations in Fig. 3 were run to equilibrium using a cold boreal summer

orbit with high eccentricity (0.05) and low obliquity (22.5u), with the longitude

of precession placing aphelion in July. Simulations producing large ice sheets

were repeated in asynchronous coupled mode, with the GCM rerun every 10,000

ice-model years to account for changing albedo, topography and evolving orbital

parameters (see Supplementary Information Fig. 4). This was done to confirm

that summer warming during unfavourable phases of the precession cycle was
insufficient to stop the onset of glaciation initiated during a cold boreal summer

orbit, and that the results shown in Fig. 3 are representative of those with orbital

variations. Although the CO2-glaciation thresholds shown here are model-

dependent, the GCM’s sensitivity to 2 3 PAL (2.5 uC) is average among models

used in future and palaeoclimate modelling studies, and the use of a different

atmospheric component with similar CO2 sensitivity is expected to produce

similar results.

The Oi-1 Antarctic glaciation experiment22 was repeated using a modified

version of the ice-sheet model with extensions accounting for floating ice shelves

and migrating grounding lines31 to determine the potential for additional ice

growth over West Antarctica. In this model, a combined set of scaled equations

for sheet and shelf flow accounts for both horizontal shear (hu/hz) and stretching

(hu/hx) dominant in grounded and floating ice, respectively. In this simulation,

the buttressing effect of an expanding proto-Ross ice shelf aids the growth of

additional West Antarctic ice. If ocean temperatures and sub-ice melt rates are

assumed to be similar to modern, our model builds only an additional

7.5 3 106 km3 of ice on West Antarctica (Supplementary Information Fig. 1),

not enough to ameliorate the Oi-1 amplitude problem significantly. Further

expansion of grounding lines to the continental shelf as occurred at the Last

Glacial Maximum32 is unlikely, owing to warmer conditions in the early

Oligocene. Equilibrium ice-free bedrock elevations for the model are obtained

from modern observed bathymetry33, isostatically rebounded with modern ice

removed. If West Antarctic bedrock elevations were higher in the early

Oligocene34 with more land area above sea level and shallower continental

shelves, this could have allowed somewhat greater amounts of early West

Antarctic ice than in Supplementary Information Fig. 1, which in turn would

require less ocean cooling to explain the magnitude of Oi-1.

Water isotopes. The water isotope tracer model28 passively tracks the hydro-

logical cycle in the GCM atmosphere and applies relevant fractionation physics

during phase transitions. The model considers 1H2
18O and 1HD16O and

accounts for evaporative, condensational and post-condensational processes.

Reservoir effects are differentiated over ocean, land (vegetation) and ice sheets.

In the case of our Palaeogene Antarctic glaciation experiments, the isotopic

composition of the ocean was given a uniform global value of –1.2%. In modern

control simulations28, the seasonal and spatial distribution of d18O of precipita-

tion generated by the model is close to observed values, except in the highest

elevations of the Antarctic interior, where, as in most GCMs, model surface

temperatures are warmer than observed and the d18O of precipitation is

5–10% too heavy. This bias is not relevant for the initially ice-free conditions

and smaller ice sheets in the Palaeogene simulations, because of their lower

topography and warmer temperatures than modern.
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LETTERS

Crystallographic preferred orientation of akimotoite
and seismic anisotropy of Tonga slab
Rei Shiraishi1, Eiji Ohtani1, Kyuichi Kanagawa3, Akira Shimojuku1,4 & Dapeng Zhao2

The mineral akimotoite, ilmenite-structured MgSiO3, exists at the
bottom of the Earth’s mantle transition zone and within the
uppermost lower mantle, especially under low-temperature con-
ditions1. Akimotoite is thought to be a major constituent of the
harzburgite layer of subducting slabs, and the most anisotropic
mineral in the mantle transition zone2–4. It has been predicted that
if akimotoite crystals are preferentially oriented by plastic
deformation, a cold subducted slab would be extremely aniso-
tropic5. However, there have been no studies of crystallographic
preferred orientations and very few reports of plastic deformation
experiments for MgSiO3 ilmenite. Here we present plastic
deformation experiments on polycrystalline akimotoite, which
were conducted at confining pressures of 20–22 GPa and tempera-
tures of 1,000–1,300 6C. We found a change in crystallographic
preferred orientation pattern of akimotoite with temperature,
where the c-axis maximum parallel to the compression direction
develops at high temperature, whereas the c axes are preferentially
oriented parallel to the shear direction or perpendicular to the
compression direction at lower temperature. The previously
reported difference in compressional-wave seismic anisotropy
between the northern and southern segments of the Tonga slab
at depths of the mantle transition zone6 can conceivably be attrib-
uted to the difference in the crystallographic preferred orientation
pattern of akimotoite at varying temperature within the slab.

A polycrystalline akimotoite used for the present deformation
experiments was synthesized at high pressure and temperature with
a Kawai-type multi-anvil apparatus at Tohoku University. The syn-
thesized polycrystalline akimotoite was confirmed to have no crys-
tallographic preferred orientation (CPO).

The akimotoite specimen was then deformed by either uniaxial
compression or simple shear geometry at high pressures and tem-
peratures with the Kawai-type multi-anvil apparatus. The experi-
mental conditions and results are given in Table 1.

We performed two types of experiment (types I and II; Table 1). In
both type I and type II experiments, pressure was increased at room
temperature, and temperature was then increased at the desired

pressure. In type I experiments the sample was annealed for either
10 or 60 min, and then quenched. In type II experiments the sample
was further deformed by slightly increasing the pressure, and then
quenched. Two blank experiments were also conducted: a cold-
compression experiment (DI01) and a non-annealing experiment
(DI08). In run DI01, pressure was increased and then decompressed
immediately. In run DI08, temperature was increased quickly (over
about 10 min) to 1,200 uC after increasing the pressure, and the sam-
ple was subsequently quenched without annealing.

Recovered samples were cut in half parallel to the compression
direction. Thin sections were then prepared and were polished with
a colloidal silica suspension. A thin (,10 nm) coating of carbon was
applied to decrease specimen charging. In each sample, the crystal-
lographic orientations of 166–271 akimotoite grains were deter-
mined by the electron backscatter diffraction (EBSD) technique7

(Table 1).
The change in sample thickness revealed the total compressional

strains of samples deformed by uniaxial compression. The shear
strain of specimen DI07 was calculated from the axial displacement
of the pistons. The total compressional strains were 0.1–0.3. DI07 was
deformed to a shear strain of 0.6. The microstructures and grain sizes
(,10mm) of samples, except specimen DI07, were similar. The grain
size of DI07 was about 5 mm, slightly smaller than the other samples.

Equal-area lower-hemisphere projections of akimotoite ,11�220.,
,10�110. and [0001] directions in the samples, deformed at 1,000–
1,300 uC, are given in Fig. 1, where the compression and shear direc-
tions are shown by black arrows. Deformed polycrystalline MgSiO3

akimotoite at 1,200–1,300 uC (Fig. 1a–c) has a CPO characterized by
a strong c-axis maximum subparallel to the compression direction,
and ,11�220. and ,10�110. axis girdles normal to the compression
direction. This CPO suggests a dominant slip system with glide on
(0001), which is in good agreement with the observation8 that the
dominant slip system in experimentally deformed akimotoite is 1/3
,11�220. (0001). In addition, the basal glide on (0001) was reported
in some analogue of akimotoite, such as the trigonal structure of
ilmenite9. In specimens deformed at 1,000 uC (Fig. 1d, e), the c axes

1Institute of Mineralogy, Petrology, and Economic Geology. 2Department of Geophysics, Tohoku University, Sendai 980-8578, Japan. 3Department of Earth Sciences, Chiba University,
Chiba 263-8522, Japan. 4Department of Earth and Planetary Sciences, Faculty of Sciences, Kyushu University, Fukuoka 812-8581, Japan.

Table 1 | Summary of experimental conditions and results

Run no. Pressure (GPa) P–T path* Assembly Temperature (uC) Heating
duration (min)

Compressional
strain

Shear
strain

Grain size (mm) CPO

DI01 21.1 – Compression – – 0.16 – 7.4 Random
DI02 21.1 Type I Compression 1,200 60 0.09 – 8.0 (0001) Hs

1

DI03 20.0R20.5 Type II Compression 1,300 140 0.09 – 7.7 (0001) Hs
1

DI04 21.1 Type I Compression 1,200 10 0.14 – 10.0 (0001) Hs
1

DI06 22.2R22.5 Type II Compression 1,000 160 0.29 – 8.2 [0001] Hs
1

DI07 22.2 Type I Shear 1,000 60 – 0.61 5.8 [0001] | | SD
DI08 21.1 – Compression 1,200 0 0.14 – 8.0 Random

*We examined two types of pressure – temperature (P–T) path. In type I experiments, samples were annealed under the target conditions and then quenched. In type II experiments, the sample was
further deformed by increasing the pressure slightly. Hs1, perpendicular to the compression direction; | | SD, parallel to the shear direction.
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are preferentially orientated parallel to the shear direction or perpen-
dicular to the compression direction. The CPO of the sample
deformed in uniaxial compression is not axially symmetric, suggest-
ing a deviation of its deformation from uniaxial geometry. The tex-
ture of the sample deformed in simple shear (DI07) is axially
symmetric about the shear direction. Both ,11�220. and ,10�110.

axes spread along a girdle around the c-axis maximum. This CPO
therefore suggests the dominance of slip in the [0001] direction on
multiple planes. In contrast, no clear CPO was developed in the
sample deformed at room temperature (DI01) or in the non-anneal-
ing sample (DI08). From these blank tests, the CPOs observed in
samples DI02–DI07 are considered to have developed during the
plastic deformation at the target pressures and temperatures.

In addition, there is no difference in CPO pattern resulting from
the difference between the P–T paths in the type I and type II experi-
ments, judging from the fact that the CPO pattern of DI02 is the same
as that of DI03.

Thus, observed akimotoite CPOs and inferred dominant slip sys-
tems differ in their deformation temperatures. Slip in the [0001]
direction is probably dominant at a lower temperature (1,000 uC),
whereas the basal glide on (0001) becomes dominant at higher tem-
peratures (1,200–1,300 uC). The fabric transition occurs at about
1,100 uC. Fabric transitions with increasing temperature are also
reported in other minerals such as quartz10–12 and olivine13–15. For
wet quartz it has been reported16 that there is a possible transition

from ,11�220. (0001) to [0001]{11�220} with increasing temperature.
This observation is similar to that of akimotoite observed in this
study.

We calculated seismic wave velocities from the akimotoite CPO
data to examine the relationship between akimotoite CPO and seis-
mic anisotropy. We used the elastic constants and density of akimo-
toite under the mantle transition zone conditions determined
previously4 with the molecular dynamic approach. The Voigt–
Reuss–Hill average was used to calculate the seismic anisotropy.
We used the program Anis2k (ref. 17) to calculate bulk elastic con-
stants Cij from the CPO data, as well as P-wave velocities. For the
CPO data of DI03 and DI06 deformed in uniaxial compression, we
randomly rotated the orientation data about the compression axis
five times and used all rotated data for the following calculation, to
decrease the deviations of those CPO data from uniaxial symmetry.
Single-crystal akimotoite has a VP anisotropy of 14.4%, which is
shown in Fig. 2a. The results calculated from the CPO data for three
representative samples (DI03, DI06 and DI07) are shown in Fig. 2b–d.

For the sample deformed at a higher temperature (DI03), the VP

anisotropy is 3.0%. In the sample deformed at a lower temperature,
the VP anisotropy of the compression experiment (DI06) and the
simple shear experiment (DI07) are 1.0% and 4.3%, respectively.
As regards other mantle transition-zone minerals, it has been
reported18 that the VP anisotropies of 60% wadsleyite and 40% garnet
deformed to shear strains of 1.0 and 0.5 are 2% and 1%, respectively.
Although there are no CPO data for the other mantle transition-zone
minerals, the anisotropy of a rock composed of 100% akimotoite is at
least fourfold to fivefold that of a rock composed of 60% wadsleyite
and 40% garnet. Akimotoite therefore has a much greater effect on
the seismic anisotropy of subducting slabs at transition-zone depths.

Because of the difference in CPO pattern between the sample
deformed at 1,300 uC (DI03) and that deformed at 1,000 uC (DI06
and DI07), the anisotropy pattern also depends on temperature. The
P wave propagates most slowly in the shear direction or in the dir-
ection perpendicular to the compression direction at 1,000 uC, but in
the compression direction at 1,300 uC. This is because the velocity of
the P wave through an akimotoite single crystal is slowest in the c-axis
direction (Fig. 2a).

The spatial variation of seismic anisotropy in the Tonga subduct-
ing slab was shown recently6. The slab is divided into two segments:
the northern segment at latitudes 17–19u S and the southern segment
at latitudes 19.5–27u S (Fig. 3). The magnitude of the anisotropy is
5–7% for P waves and 9–12% for S waves, and the direction of
maximum velocity is different in each of the two slab segments. In
the northern segment, P waves propagate more slowly in the slab
normal direction. In contrast, P waves propagate more slowly in
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Figure 1 | Equal-area projections of pole figures for v11�20w, v10�10w

and [0001] directions of akimotoite in all samples. a, DI02
(T 5 1,200 uC; n 5 271); b, DI03 (T 5 1,300 uC; n 5 197); c, DI04
(T 5 1,200 uC; n 5 220); d, DI07 (T 5 1,000 uC; n 5 166); e, DI06
(T 5 1,000 uC; n 5 216); n is the number of grains measured. The
projections are coloured according to the density of data points and are
contoured at multiples of uniform distribution as shown in the scale at the
bottom right. The north–south direction corresponds to the compression
direction in a–c and e, and to the shear-plane normal direction in d. Pairs of
bold arrows represent the compression direction or the shear direction.
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Figure 2 | P-wave anisotropies calculated using Anis2k. VP contours are
shown; black squares, maximum velocities (Vmax); white circles, minimum
velocities (Vmin). a, Akimotoite single crystal. Vmax 5 12.44 km s21;
Vmin 5 10.77 km s21. b, Akimotoite aggregate experimentally deformed at a
relatively high temperature (1,300 uC) by uniaxial compression (DI03).
Vmax 5 11.65 km s21; Vmin 5 11.31 km s21. c, d, Experimental deformation
at a relatively low temperature (1,000 uC) by uniaxial compression (c; DI06;
Vmax 5 11.59 km s21; Vmin 5 11.47 km s21) and by simple shear (d; DI07;
Vmax 5 11.67 km s21; Vmin 5 11.18 km s21). The north–south direction
corresponds to the compression direction in b and c, and to the shear-plane
normal direction in d. The horizontal line and the east–west direction in
d correspond to the shear plane and the shear direction, respectively. The s1

direction for the deformed samples is the direction of the advancing pistons.
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the slab sinking direction in the southern segment. As regards S
waves, the directions of maximum and minimum velocities do not
coincide with the slab normal and sinking directions. We compared
P-wave anisotropy in experimentally deformed akimotoite aggre-
gates with that observed in the Tonga subducting slab as mentioned
above (Figs 2 and 3). We assumed that the maximum compressive
direction (s1) and the minimum compressive direction (s3) in
experimentally deformed samples corresponded to the orientation
of the principal stress axes estimated from focal mechanisms of deep
earthquakes in the Tonga slab6. In the southern Tonga slab segment,
the P-wave velocity is slower and faster in the s1 and s3 directions,
respectively (Fig. 3c), which is similar to that in the akimotoite ag-
gregate deformed at 1,300 uC (Fig. 2b). In contrast, in the northern
Tonga slab segment, the P-wave velocity is faster in the s2 direction
and slowest in the direction of the bisector between the s1 and s3

directions (Fig. 3b), which correlates well with that in the akimotoite
aggregate deformed at 1,000 uC (Fig. 2d). Thus, the difference in
seismic anisotropy between the northern and southern Tonga slab
segments is attributable to the difference in CPO patterns of akimo-
toite resulting from differences in temperature. However, the tran-
sition temperature in the Tonga slab between the southern and
northern segments could not be determined quantitatively because
CPO patterns are also dependent on strain rate, and the geological
strain rates are much smaller than the experimental strain rates. The
geometry of the Tonga slab is complicated, specifically at greater
depths19,20 (Fig. 3). In addition, it has been reported that there is a
difference in the distribution of the low-velocity zones in the mantle
wedge between the northern and southern parts of the Tonga back-
arc21. The low-velocity zone in the deep mantle wedge above the
southern part of the Tonga slab may be caused by partial melting
or by the existence of fluids from dehydration of the slab. These
observations suggest that the temperature of the southern part of
the Tonga slab is higher than that of the northern part. There are
probably lateral variations in temperature in the Tonga slab that give

rise to the difference in the seismic anisotropy pattern in the Tonga
slab. It has been suggested that there are strong lateral variations in VP

and VS, and that these variations are caused by a petrological anomaly,
such as compositional or mineralogical variation22. In addition to
compositional variation, the change in CPO pattern with temperature
may have contributed to the differences between the northern and
southern segments of the Tonga slab. Because ringwoodite and major-
ite, which may also be major constituents in the lower part of the
mantle transition zone, are almost isotropic, the CPO of akimotoite
must control the seismic anisotropy of the slab in the transition zone.

METHODS SUMMARY
Experimental procedure. The furnace assembly was composed of a sintered

ZrO2 pressure medium (an octahedron with an edge length of 10 mm), Ta

electrodes and a LaCrO3 heater. Temperature was measured with W3%Re–

W25%Re thermocouples. The starting material, which was placed in a platinum

capsule, was an MgSiO3 glass fabricated from oxides. Synthesis experiments were

conducted at 20–22 GPa and 1,250–1,550 uC for 60 min.

We measured the water content of the starting material by Fourier-transform

infrared spectroscopy with a JASCO MFT-2000 instrument. The water content

was determined by integrating the infrared absorption spectrum from 3,200 to

3,750 cm21 using a previous calibration of the extinction coefficient23. The water

content in akimotoite is 24 p.p.m. by weight, which is extremely low compared

with hydrous akimotoite24.

The sample was sandwiched between hard alumina pistons inserted in the

furnace assembly to produce differential stresses during compression. To min-

imize the deformation during cold compression, crushable alumina was placed

at the outer ends of the pistons. Crushable alumina is initially very porous and

soft. However, it becomes dense and works as good piston material on compres-
sion. These ideas and the cell assemblies were based on ref. 25.

EBSD measurement. EBSD patterns were obtained using a Nordlys II EBSD

detector mounted on a Jeol JSM-6460 scanning electron microscope at Chiba

University, operating with an accelerating voltage of 20 kV and a beam current of

1.5–2.4 nA, and indexed manually with Channel 5 software (Flamenco) from

HKL Technology.
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Direct evidence of extensive diversity of HIV-1 in
Kinshasa by 1960
Michael Worobey1, Marlea Gemmel1, Dirk E. Teuwen2,3, Tamara Haselkorn1, Kevin Kunstman4, Michael Bunce5,
Jean-Jacques Muyembe6,7, Jean-Marie M. Kabongo6, Raphaël M. Kalengayi6, Eric Van Marck8,
M. Thomas P. Gilbert1{ & Steven M. Wolinsky4

Human immunodeficiency virus type 1 (HIV-1) sequences that
pre-date the recognition of AIDS are critical to defining the time
of origin and the timescale of virus evolution1,2. A viral sequence
from 1959 (ZR59) is the oldest known HIV-1 infection1. Other
historically documented sequences, important calibration points
to convert evolutionary distance into time, are lacking, however;
ZR59 is the only one sampled before 1976. Here we report the
amplification and characterization of viral sequences from a
Bouin’s-fixed paraffin-embedded lymph node biopsy specimen
obtained in 1960 from an adult female in Léopoldville, Belgian
Congo (now Kinshasa, Democratic Republic of the Congo
(DRC)), and we use them to conduct the first comparative evolu-
tionary genetic study of early pre-AIDS epidemic HIV-1 group M
viruses. Phylogenetic analyses position this viral sequence
(DRC60) closest to the ancestral node of subtype A (excluding
A2). Relaxed molecular clock analyses incorporating DRC60 and
ZR59 date the most recent common ancestor of the M group to
near the beginning of the twentieth century. The sizeable genetic
distance between DRC60 and ZR59 directly demonstrates that
diversification of HIV-1 in west-central Africa occurred long
before the recognized AIDS pandemic. The recovery of viral gene
sequences from decades-old paraffin-embedded tissues opens the
door to a detailed palaeovirological investigation of the evolution-
ary history of HIV-1 that is not accessible by other methods.

We screened 27 tissue blocks (8 lymph node, 9 liver and 10 pla-
centa) obtained from Kinshasa between 1958 and 1960 by polymer-
ase chain reaction with reverse transcription (RT–PCR); one lymph
node biopsy specimen contained HIV-1 RNA. Viral nucleic acids
were extracted from this specimen using protocols optimized for
the recovery of nucleic acids from ancient or degraded samples3,4.
After reverse transcription, 12 out of the 14 short HIV-1 comple-
mentary DNA fragments in the study (Fig. 1a) were amplified by PCR
using a panel of conserved primer pairs from different regions of the
viral genome (Supplementary Table 1). Each PCR product was
cloned and sequenced. Sequences were reproducible after repeated
extractions and were not the result of PCR contamination (see Fig. 1a
and Supplementary Table 1 for fragment designations). The results
were confirmed independently in two laboratories (Fig. 1b and
Supplementary Fig. 1), with the second laboratory successfully iden-
tifying the positive 1960 specimen in a blinded assay. The short
fragments of the 1960 sample were found to be of subtype A and
not to be a mosaic of contemporary sequences (see Supplementary
Information for a detailed discussion of the authenticity of the 1960

1Ecology and Evolutionary Biology, University of Arizona, Tucson, Arizona 85721, USA. 2Sanofi Pasteur, F-69367 Lyon Cedex 07, France. 3UCB SA Pharma, Braine l’Alleud, BE-1420,
Belgium. 4The Feinberg School of Medicine, Northwestern University, Chicago, Illinois 60611, USA. 5Ancient DNA Laboratory, School of Biological Sciences and Biotechnology,
Murdoch University, Perth, Western Australia 6150, Australia. 6Department of Anatomy and Pathology, University of Kinshasa, Kinshasa B.P. 864, Democratic Republic of the Congo.
7National Institute for Biomedical Research, National Laboratory of Public Health, Kinshasa B.P. 1197, Democratic Republic of the Congo. 8Department of Pathology, University
Hospital, University of Antwerp, Antwerp B-2610, Belgium. {Present address: Centre for Ancient Genetics, Biological Institute, University of Copenhagen, Copenhagen DK-2100,
Denmark.
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Figure 1 | Fragments amplified from DRC60, and the results of the
phylogenetic and sequence analyses. a, The HIV-1 genome fragments that
were successfully amplified from DRC60 (red) and are available for ZR59
(black). The numbering for the HIV-1 sequences corresponds to the HXB2
reference sequence (Supplementary Table 1). b, The A/A1 subtree from the
unconstrained (in which a molecular clock is not enforced) BMCMC
phylogenetic analysis. Supplementary Fig. 1 depicts the complete
phylogenetic tree (50% majority rule consensus tree of the posterior sample,
with branch lengths averaged across the sample). Posterior probabilities are
shown on nodes with support .0.95. 1960.DRC60A is the University of
Arizona consensus sequence, and 1960.DRC60N is the Northwestern
University consensus sequence (that is, the sequences independently
recovered in each of the two laboratories). The DRC60 sequences form a
strongly supported clade with three modern sequences also sampled in the
DRC. c, Smoothed histograms of within-subtype (A2, A/A1, B, C, D, F1, F2,
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sequences). Consensus nucleotide sequences from these short HIV-1
fragments were concatenated for study. The analyses included
reference sequences from the Los Alamos National Laboratory HIV
sequence database and sequences recovered as part of this study from
three paraffin-embedded tissue specimens collected from AIDS
patients in Belgium and Canada between 1981 and 1997.

HIV-1 sequences were analysed in MrBayes v3.1.2 (ref. 5) using an
unconstrained (in which a molecular clock was not enforced)
Bayesian Markov chain Monte Carlo (BMCMC) method. The phylo-
genetic analyses confirmed that the DRC60 consensus sequences
from the two laboratories were derived from a single patient (uncor-
rected pairwise distance of 1.4%). The sequences were positioned
close to the ancestral node of the subtype A lineage (excluding sub-
subtype A2), forming a monophyletic clade with three modern
sequences from the DRC (Fig. 1b and Supplementary Fig. 1).
Assuming a similar rate of evolution along all branches on a tree,
the divergence between two sequences reflects the time elapsed since
their shared ancestor. As predicted, the DRC60 sequences had a
shorter branch length to the A/A1 ancestral node than the contem-
porary subtype A viruses sampled from the same geographic region
(P 5 1.0).

We validated the time of origin of the 1960 sequence by compa-
risons of the predicted date to the documented date. With the DRC60
date treated as an unknown, we calculated an evolutionary rate on the
basis of the distribution of branch lengths on the unconstrained
phylogenetic trees sampled by MrBayes. To limit the effects of evolu-
tionary rate differences between clades and uncertainties in rooting
the HIV-1 M group phylogeny, we focused on the subtype A/A1
subtree (Supplementary Fig. 1) and analysed root-to-tip branch
lengths relative to the sampling year. The mean estimates for the year
of origin of the DRC60 consensus sequences from the University of
Arizona and Northwestern University laboratories were 1959 (95%
highest probability distribution (HPD) 1902–1984) and 1959 (95%
HPD 1915–1985), respectively, corroborating the authenticity of the
DRC60 sequences and the existence of a clock-like signal in our data
set (see later). Despite initial indications that recombination might
seriously confound phylogenetic dating estimates6, subsequent work
has suggested that recombination is not likely to systematically bias
HIV-1 dates in one direction or the other, although it is expected to
increase variance7. The close match between the predicted and the
actual dates of both ZR59 (ref. 2) and DRC60 provides support for
this view and gives an unambiguous indication that HIV-1 evolves in
a fairly reliable clock-like fashion.

The uncorrected pairwise distance between DCR60 and ZR59 in
their overlapping env region was 11.7% (Fig. 1c). This genetic dis-
tance is greater than 99.2% of within-subtype comparisons (within-
subtype difference, range 0.01–0.15; between-subtype difference,
range 0.05–0.18). Because each subtype represents several decades
of independent evolution in the human population2,8, the extensive
divergence between DRC60 and ZR59 indicates that the HIV-1 M
group founder virus began to diversify in the human population (and
that HIV-1 probably entered Kinshasa) decades before 1960.

We applied a relaxed clock BMCMC coalescent framework as
implemented in BEAST v1.4.7 (ref. 9) to estimate the time to the
most recent common ancestor (TMRCA) of the HIV-1 M group.
This approach robustly incorporates phylogenetic uncertainty and
accounts for the possibility of variable substitution rates among
lineages and differences in the demographic history of the virus,
sampling phylogenies and parameter estimates in proportion to their
posterior probability10. As with other studies of HIV-1 (ref. 11),
comparisons of the marginal likelihoods of strict versus relaxed clock
models (both of which are implemented in BEAST) indicated over-
whelming support for relaxed clocks (data available on request).
Hence, the use of strict clock models with these data would be inap-
propriate and would probably yield misleadingly small error esti-
mates with regard to both timing and substitution rates.

Using substitution rates calibrated with sequences sampled at dif-
ferent time points, we obtained a posterior distribution of rooted tree
topologies with branch lengths in unit time (Fig. 2 and
Supplementary Fig. 2). The median estimated substitution rate for
the concatenated subregions of the gag-pol-env genes was
2.47 3 1023 substitutions per site per year (95% HPD 1.90–
2.95 3 1023). The inclusion of the 1959 and 1960 sequences seemed
to improve estimation of the TMRCA of the M group (Table 1),
limiting the influence of the coalescent tree prior on the posterior
TMRCA distributions compared with the data set that excluded these
earliest cases of HIV-1. With DRC60 and ZR59 included, the differ-
ent demographic/coalescent models gave highly consistent results,
with tighter and more similar date ranges compared with the analyses
that excluded them and 95% HPDs that extend no later than 1933.
The best-fit model incorporated a constant population size demo-
graphic model (TMRCA 1921, 95% HPD 1908–1933). The model
with a general, non-parametric prior (the Bayesian skyline plot tree
prior)12,13 that indicated a more complex (and biologically plausible)
demographic history (Supplementary Fig. 3) had a statistically indis-
tinguishable degree of support (TMRCA 1908, 95% HPD 1884–
1924). Moreover, the population expansion demographic model9,
which was a slightly worse fit to the data compared with the constant
population and Bayesian skyline plot models, could not be rejected
given the Bayes factor comparison of models (Table 1). The inability
to strongly reject the model with a constant population size prior is
counterintuitive because it is clear that the HIV-1 population size has
increased notably. We speculate that this finding might be due to
the simplest model providing a good fit to a relatively short,
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Figure 2 | Maximum clade credibility topology inferred using BEAST v1.4.7
under a Bayesian skyline plot tree prior. Branch lengths are depicted in unit
time (years) and represent the median of those nodes that were present in at
least 50% of the sampled trees. DRC60 (red), ZR59 (black) and the three
control sequences from paraffin-embedded specimens from known AIDS
patients (grey) are depicted in bold. The 95% HPD of the TMRCA is
indicated at the root of the tree. Nodes (sub-subtype and deeper) with
posterior probability of 1.0 are marked with grey circles. Unclassifiable
strains are labelled ‘U’. Sequences sampled in the DRC are highlighted with a
bullet at the tip. DRC60 and the two control sequences from the DRC each
form monophyletic clades with previously published sequences from the
DRC, whereas the Canadian control sequence clusters, as expected, with
subtype B sequences. The dashed circle and shaded area show the extensive
HIV-1 diversity in Kinshasa in the 1950s. Supplementary Fig. 2 shows the
tree in rectangular form with taxon labels.
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information-poor alignment, in comparison with more parameter-
ized models.

Acid-containing fixatives such as Bouin’s solution can cause base
modifications of nucleic acids, leading to the generation of erroneous
bases in sequences derived from such samples3. However, the replica-
tion of all sequences from independent PCR amplifications and the
uncorrected pairwise distance between the consensus sequences from
the two laboratories (1.4%) suggest that few of the mutations on the
DRC60 lineage are damaged-induced. Moreover, our relaxed clock
methods are likely to be fairly robust to the presence of such mutations
in one lineage9. Nevertheless, additional old sequence data would be
helpful for resolving what impact, if any, this possible source of error
had on the slightly earlier dates we calculated compared with previous
estimates that did not include early calibration points2,8,14,15.
Interestingly, the best-fit model for the data set that excluded ZR59
and DRC60 (Table 1) gave a TMRCA estimate of 1933 (1919–1945),
which is very similar to that of ref. 2. This suggests that the inclusion of
the old sequences, rather than the vagaries associated with a much
shorter alignment than that analysed by ref. 2, might explain the
discrepancy. Also, one earlier study, using sequences from the DRC
only16, produced dating and demography estimates very similar to
ours. Overall, there is broad agreement between all of these studies
in spite of differences in data and methods.

Our estimation of divergence times, with an evolutionary time-
scale spanning several decades, together with the extensive genetic
distance between DRC60 and ZR59 indicate that these viruses
evolved from a common ancestor circulating in the African popu-
lation near the beginning of the twentieth century; TMRCA dates
later than the 1930s are strongly rejected by our statistical analyses.
The topology of the HIV-1 group M phylogeny provides further
support for this conclusion. Unlike ZR59, which is basal to subtype
D1, DRC60 branches off from the ancestral node of subtype A/A1
(Fig. 2 and Supplementary Figs 1 and 2). Thus, it is clear that phy-
logenetically distinct subtypes (and/or their progenitors) were
already present in the DRC by this early time point (Fig. 2).
Notably, DRC60 and ZR59 cluster with other strains from the same
geographical region and basal to other members of their respective
subtypes, a pattern consistent with the hypothesis that the subtypes
spread through lineage founder effects worldwide, whereas a more
diverse array of forms remained at the site of origin in Africa17,18.

The reservoir of the ancestral virus still exists among wild chim-
panzee communities in the same area on the African continent19.
Humans acquired a common ancestor of the HIV-1 M group by
cross-species transmission under natural circumstances20, probably
predation21. The Bayesian skyline plot (Supplementary Fig. 2), which
tracks effective population size through time, suggests that HIV-1
group M experienced an extensive period of relatively slow growth in
the first half of the twentieth century. A similar pattern has been
inferred using sequences sampled only in the DRC16. This pattern,
and the short duration between the first presence of urban agglo-
merations in this area and the timing of the most recent common
ancestor of HIV-1 group M (Fig. 3), suggests that the rise of cities
may have facilitated the initial establishment and the early spread of
HIV-1. Hence, the founding and growth of colonial administrative
and trading centres such as Kinshasa22 may have enabled the region to
become the epicentre of the HIV/AIDS pandemic23.

The archival banks of Bouin’s-fixed paraffin-embedded tissue spe-
cimens accumulated by many hospitals in west-central Africa provide
a vast source of clinical material for viral genetic analysis. As with the
1918 Spanish influenza pandemic virus24,25, a deep perspective on the
evolutionary history of HIV-1 using sequences resurrected from the
earliest cases in Africa could yield important insights into the patho-
genesis, virulence and evolution of pandemic AIDS viruses.

METHODS SUMMARY

A total of 813 Bouin’s-fixed paraffin-embedded histopathological blocks were

recovered from the 1958–1962 archives of the Department of Anatomy and

Pathology at the University of Kinshasa. The boxes were stored until transfer to

the University of Arizona, where 8 lymph node, 9 liver and 10 placenta samples

from 1958–1960 were selected for RNA preservation analysis and HIV-1 RNA

screening. We used a human b-2-microglobulin (B2M) quantitative RT–PCR

assay to assess RNA quality as described3. Digestion and extraction of these sam-

ples, and of three modern positive-control samples, were performed using

QIAamp DNA micro kits (Qiagen) using the protocol described in ref. 3. We used

14 primer sets designed to anneal to highly conserved regions of the gag, pol and

env genes of HIV-1 group M and to amplify very short fragments likely to be

present even in ancient and/or degraded specimens (Supplementary Table 1).

Reverse transcription was performed using the SuperScript III System for RT–

PCR (Invitrogen). The cDNA was amplified by PCR using Platinum Taq HiFi

enzyme (Invitrogen) and cloned using the TOPO TA Cloning Kit (Invitrogen).

We constructed an alignment including 156 published reference sequences plus

Table 1 | HIV-1 M group TMRCA estimates from BEAST analyses under different coalescent tree priors

Coalescent tree prior DRC60 and ZR59 excluded* DRC60 and ZR59 included

Constant 1933 (1919–1945){, 0.0 1921 (1908–1933){, 0.0
Exponential 1907 (1874–1932), 23.5 6 0.8 1914 (1891–1930), 22.1 6 1.5
Expansion 1882 (1834–1917), 22.7 6 0.8 1902 (1873–1922){, 21.6 6 1.5

Logistic 1913 (1880–1937), 22.3 6 0.8 1913 (1891–1930), 23.2 6 1.5
Bayesian skyline plot 1882 (1831–1916), 22.7 6 0.8 1908 (1884–1924){, 20.4 6 1.5

Shown for each coalescent tree prior is the median, with the 95% highest probability distribution of TMRCA in parentheses. Also shown is the log10 Bayes factor difference in estimated marginal
likelihood (6 estimated standard error) compared with the coalescent model with strongest support.
*Concatenated gag-pol-env fragments available for either or both of ZR59 and DRC60 (994 nucleotides total, 507 from DRC60).
{TMRCAs for the best-fit model and models not significantly worse than it are written in bold.
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Figure 3 | The origin and growth of the major settlements near the
epicentre of the HIV-1 group M epidemic. In the countries surrounding the
putative zone of cross-species transmission19 (current-day Cameroon,
Central African Republic, DRC, Republic of Congo, Gabon and Equatorial
Guinea) there was not a single site with a population exceeding 10,000 until
after 1910. The founding date of each major city in the region is listed beside
its name. Most were founded only shortly before the estimated TMRCA of
group M. The demographic data are from ref. 23.
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the sequences recovered in this study, concatenating the 12 (out of 14) fragments
successfully amplified from the 1960 sample and the 4 fragments already available

from the 1959 sample (994 bases total). We performed an unconstrained (not

enforced by a molecular clock) BMCMC analysis in MrBayes v3.1.2 (ref. 5) and

used the resulting MCMC sample to test whether the 1960 sequence exhibited

properties consistent with its provenance (both age and geography). We used a

relaxed molecular clock model, as implemented in BEAST v1.4.7 (ref. 9), to

estimate the TMRCA of HIV-1 group M using the 1960 and 1959 samples and

to investigate the demographic history of the virus. We also performed pairwise

comparisons within and between subtypes for the 163 bases available for both

DRC60 and ZR59.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Archival samples. Each individual block carried an original paper identification

number permanently embedded in the paraffin. Laboratory books listed the

corresponding identification numbers sequentially, and included the patient’s

age, sex, department of hospitalization, tissue type and date of sampling. Block

identification number, sampling date and tissue type were transcribed onto an

Excel spreadsheet, and the blocks were indexed, transferred into plastic boxes

and photographed.

The results of the quantitative RT–PCR assay indicated that the integrity of the

RNA preserved in these 27 samples ranged from moderate to undetectable, a
range typical of Bouin’s-fixed specimens3. The human RNA found in the 1960

lymph node biopsy sample that was found to be HIV-1-RNA-positive was of

relatively good quality. The Ct values (quantitative PCR data available from the

authors on request) were as low or lower (better) than more recent (1980–1990)

paraffin-embedded tissues that have yielded short HIV-1 RNA amplicons3.

Three formalin-fixed paraffin-embedded necropsy specimens were obtained:

a Canadian patient who died in 1997 (CAN97); a Congolese woman who died in

Belgium in 1981 and who was retrospectively identified as an AIDS patient

(BE81); and a Congolese man who died in Belgium in 1985 (BE85). The latter

two cases were presumably infected in Zaire (now the Democratic Republic of

the Congo). The phylogenetic reconstruction shows that their viral sequences are

most closely related to modern sequences from the Democratic Republic of the

Congo, whereas the Canadian specimen yielded a subtype B sequence, as pre-

dicted (Figs 1 and 2 and Supplementary Figs 1 and 2).

RNA isolation and reverse transcription. Between 5 and 10 microtome sec-

tions, 5–10mm in thickness, or an approximately equivalent amount of tissue

shaved from each block with a disposable scalpel blade, were used for each

digestion and extraction, as described3. Rigorous attention was given to prevent-

ing cross-contamination between samples by cleaning the outer surface of each

block with a bleach solution, using fresh microtome/scalpel blades for each

sectioning of each block, discarding the first few (exposed-surface) sections,

and by performing the work in a room physically isolated from any human or

HIV-1 PCR-product DNA. A 48-h digestion period (24 h at 65 uC, 24 h at 75 uC)

was used. Post extraction nucleic acids were eluted into 100ml elution buffer AE

and stored frozen at 280 uC until required for analyses.

Reverse transcription was performed simultaneously for the gag, pol and human

B2M RNA fragments; env fragments 3–10; and env fragments 11–14

(Supplementary Table 1). This was performed with SuperScript III used according

to the manufacturer’s instructions. The protocol was as described3 except that
alternating 50 uC and 55 uC incubation periods of 30 min were used for a total of 6 h.

Amplification, cloning and DNA sequencing. The cDNA was PCR amplified in

25-ml reactions, using 0.1ml Platinum Taq HiFi enzyme (Invitrogen), 250mM

DNTP mix, 2 mM MgSO4, 13 PCR buffer, 0.4 mM per primer, and 2ml cDNA for

the gag and pol reactions or 1ml for the env ones, with annealing temperatures of

60 uC (gag, 60 cycles) or 55 uC (pol, 50 cycles; env, 55 cycles). Full details are

available from the authors on request.

After amplification, the PCR-product DNA was visualized by agarose gel

electrophoresis and then purified using Zymoclean DNA Clean and

Concentrator-25 spin tubes (Zymo Research Corporation). PCR-product

DNA was inserted into vector pCR 2.1-TOPO using the TOPO TA Cloning

Kit (Invitrogen). The University of Arizona Genomic Analysis and

Technology Core Facility resolved the DNA sequence of the vector inserts on
an Applied Biosystems 3730xl DNA analyser using ABI Big Dye 3.1 chemistry

(Applied Biosystems). Nearly identical protocols were followed for the inde-

pendent replication of the DRC60 results at Northwestern University.

Alignments. We downloaded the 2006 full-length HIV-1 sequence alignment

from the Los Alamos National Laboratories HIV sequence database26. We

retained only non-recombinant HIV-1 group M A–K subtype sequences

(excluding G) and removed sequences suspected a priori of unusual evolutionary

dynamics (such as those associated with the intravenous drug user epidemic in

Eastern Europe and those with nef deletions, both of which exhibit abnormally

slow evolutionary rates). We also reduced the size of the subtype B and C clades,

which are heavily over-sampled relative to the others, by keeping only the first 5

sequences from any year/country pair and then randomly removing sequences

until the sample size was similar to that of the other subtypes. This procedure left

a total of 156 sequences. We then manually aligned the consensus sequence from

the 12 regions amplified from DRC60, plus the 4 regions available for ZR59, to

the full-length sequences. These short regions (Fig. 1a and Supplementary Table

1) were then concatenated into an alignment 994 nucleotides in length. The four

env fragments from DRC60 that overlapped with available data from ZR59 were

concatenated into an alignment 163 nucleotides in length. Matching alignments

with DRC60 and ZR59 removed were also constructed. All the alignments are

available from the authors on request.

MrBayes analyses. We used a general time-reversible nucleotide substitution

model with gamma-distributed rate heterogeneity among sites and performed

four independent runs of 20 million steps, sampling every 2,000 steps.

Examination of the MCMC samples with Tracer v1.4 (ref. 9) indicated conver-

gence and adequate mixing of the Markov chain with estimated sample sizes in the

thousands. We discarded the first 2 million steps from each run as burn-in, and

combined the resulting MCMC samples for subsequent estimation of posteriors.

The 50% majority rule consensus tree (Supplementary Fig. 1) is shown rooted on

the branch identified by the rooted-tree method in BEAST v1.4.7 (ref. 9), described

below; however, the group M rooting was not relevant to any dating analysis. We

also estimated phylogenies using the same data set under neighbour-joining and

maximum likelihood methods and the same substitution model. The DRC60

sequences fell in the same topological position as with the BMCMC methods, with

short root-to-tip genetic distances, consistent with the MrBayes results

(Supplementary Fig. 1). All data and trees available from the authors on request.

We used the posterior tree sample to test the hypothesis that the terminal

nodes of the DRC60 sequences were closer to the inferred A/A1 ancestral node by

calculating the proportion of sampled trees where the A/A1 node-to-tip dis-

tances were smaller for these sequences than for the three modern sequences

from the DRC in the same clade (Fig. 1b).

To predict the date of sampling on the basis of the phylogenetic properties of

the DRC60 sequences, we also plotted the branch lengths (A/A1 node to tips)

against the time of sampling for all A/A1 sequences excluding DRC60 and cal-

culated the best fit for the linear regression of genetic divergence against the year

of sampling of the viruses27. We calculated the mean and 95% HPD of the

predicted sampling date of each DRC60 consensus sequence on the basis of its

node-to-tip distance and the inferred regression line calculated for each of 100

trees sampled by MrBayes.

Bayesian MCMC inference of phylogeny using BEAST v1.4.7. We used the

Bayesian methods described previously9,10, which allow for the co-estimation of

phylogeny and divergence times under a ‘relaxed’ molecular clock model, as

implemented in BEAST v1.4.7 (ref. 9). All analyses were performed under an

uncorrelated lognormal relaxed molecular clock model, using a general time-

reversible nucleotide substitution model with heterogeneity among sites modelled

with a gamma distribution. We investigated each demographic model (constant

population, exponential growth, expansion growth, logistic growth) as well as a

Bayesian skyline plot coalescent tree prior13, a general, non-parametric prior that

enforces no particular demographic history. We used a piecewise linear skyline

model with 10 groups. We then compared the marginal likelihoods for each model

using Bayes factors estimated in Tracer v1.4 as described12,15. Bayes factors repres-

ent the ratio of the marginal likelihoods of the models being compared. A large

ratio can indicate that one model is a significantly better fit to the data than

another. We assessed the strength of the evidence that the best-fit model was

superior to the others as described15.

For each analysis, two independent runs of 50 million steps were performed.

Examination of the MCMC samples with Tracer v1.4 indicated convergence and

adequate mixing of the Markov chains, with estimated sample sizes in the hun-

dreds or thousands. After inspection with Tracer, we discarded an appropriate

number of steps from each run as burn-in, and combined the resulting MCMC

tree samples for subsequent estimation of posteriors. We summarized the

MCMC samples using the maximum clade credibility topology found with

TreeAnnotator v1.4.7 (ref. 9), with branch length depicted in years (median of

those branches that were present in at least 50% of the sampled trees; Fig. 2). The

Bayesian skyline plot was reconstructed using the posterior tree sample and

Tracer v1.4.
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Individual differences in non-verbal number acuity
correlate with maths achievement
Justin Halberda1, Michèle M. M. Mazzocco1,2 & Lisa Feigenson1

Human mathematical competence emerges from two representa-
tional systems. Competence in some domains of mathematics,
such as calculus, relies on symbolic representations that are
unique to humans who have undergone explicit teaching1,2.
More basic numerical intuitions are supported by an evolution-
arily ancient approximate number system that is shared by
adults3–6, infants7 and non-human animals8–13—these groups can
all represent the approximate number of items in visual or aud-
itory arrays without verbally counting, and use this capacity to
guide everyday behaviour such as foraging. Despite the wide-
spread nature of the approximate number system both across spe-
cies and across development, it is not known whether some
individuals have a more precise non-verbal ‘number sense’ than
others. Furthermore, the extent to which this system interfaces
with the formal, symbolic maths abilities that humans acquire
by explicit instruction remains unknown. Here we show that there
are large individual differences in the non-verbal approximation
abilities of 14-year-old children, and that these individual differ-
ences in the present correlate with children’s past scores on stan-
dardized maths achievement tests, extending all the way back to
kindergarten. Moreover, this correlation remains significant when
controlling for individual differences in other cognitive and per-
formance factors. Our results show that individual differences in
achievement in school mathematics are related to individual dif-
ferences in the acuity of an evolutionarily ancient, unlearned
approximate number sense. Further research will determine
whether early differences in number sense acuity affect later maths
learning, whether maths education enhances number sense acuity,
and the extent to which tertiary factors can affect both.

Behavioural, neuropsychological and brain imaging techniques
show that a signature of the approximate number system (ANS) is
its imprecision2–13. Unlike exact verbal counting, the ANS produces
numerical representations that grow increasingly imprecise as a lin-
ear function of the target array, with larger quantities represented less
precisely than smaller quantities. This imprecision is expressed as a
Weber fraction that indexes the amount of error in the underlying
mental representation of any numerosity3–5. On average, the Weber
fraction of adults is approximately 0.11, yielding successful non-ver-
bal discrimination of arrays differing by as little as a 9:10 ratio5,14.
Here we address whether there are significant individual differences
in ANS acuity, and also whether these differences correlate with
individual differences in symbolic maths achievement.

We examined 64 14-yr-old children with normal development
whose performance in a variety of mathematical and more general
cognitive tasks had been measured longitudinally, starting in kind-
ergarten15. We tested for correlations between the current ANS acuity
of the subjects and their past achievement in symbolic maths, while
controlling for a wide range of other variables. Each subject’s ANS

acuity was assessed by psychophysical modelling of performance on a
simple more/less judgement task similar to those used previously
with infants and non-human animals. On each trial, subjects saw
spatially intermixed blue and yellow dots presented on a computer
screen too rapidly (200 ms) to serially count (Fig. 1a)16. Subjects
indicated which colour was more numerous by key press and verbal
response. The ratio between the two sets varied randomly among 1:2,
3:4, 5:6 and 7:8, with between 5 and 16 dots in each set. The colour of
the more numerous set varied randomly, and half of the trials were
area-controlled to ensure that responses were on the basis of the

1Johns Hopkins University, Ames Hall, 3400 North Charles Street, Baltimore, Maryland 21218, USA. 2Kennedy Krieger Institute, 3825 Greenspring Avenue, Painter Building, Top Floor,
Baltimore, Maryland 21211, USA.
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Figure 1 | Method and group performance. a, A representation of the trial
from the numerical discrimination task. b, Group performance and
modelled best-fit for all trials in the numerical discrimination task.
c, Histogram of w, the acuity of the ANS, for the sample (n 5 64), as
determined by the psychophysical model for each subject.
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number of dots and not on the total dot area (see Supplementary
Information). Subjects participated in two sessions of 10 practice
trials and 40 test trials each, totalling 80 test trials (approximately
10 min of testing per subject).

Collapsing across subjects, numerical discrimination improved as
the ratio between the presented numerosities increased, in accord
with Weber’s law and with previous investigations of the ANS3–9

(Fig. 1b). This gradual improvement in performance as a function
of ratio was modelled using classical psychophysical tools to deter-
mine the group Weber fraction (see Methods and Supplementary
Information). This returned a value of 0.265 for the group Weber
fraction (w) with an R2 value of 0.995, suggesting that there is very
high agreement between this psychophysical model of the ANS and
the behavioural data (Fig. 1b). Next, we used this same method to fit
each individual subject’s data and thereby determine each subject’s
Weber fraction. This showed surprisingly large variation in the ANS
acuity (w), ranging from 0.119 to 0.567 (Fig. 1c). The Weber fractions
of subjects can also be translated into more intuitive whole numbers
that show the ratio that would result in 75% correct performance.
Using this translation, some subjects could discriminate numerical
ratios as fine as 9:10 (w 5 0.11) whereas others had difficulty with
ratios finer than 2:3 (w 5 0.5; mean subject w < 4:5).

A question to address is whether these individual differences in
ANS acuity (w) predict individual differences in symbolic maths
achievement. Each of our subjects was tested annually from kind-
ergarten to sixth grade (ages 5–11) on a battery of standardized and
investigator-designed measures. This longitudinal assessment of
mathematical, verbal and other cognitive abilities provides a unique
opportunity to detect any enduring correlations between ANS acuity
and symbolic maths ability while controlling for other factors. Each
year (ages 5–11), symbolic maths ability was assessed using the ‘test of
early mathematical ability, second edition’ (TEMA-2)17 and/or the
‘Woodcock–Johnson revised calculation subtest’ (WJ-Rcalc)18, yield-
ing an age-referenced standardized score for each subject. We found
that the ANS acuity (w) of subjects correlated with symbolic maths
performance in every year tested (from kindergarten to sixth grade)
for both of the standardized maths tests, as summarized in Table 1.
ANS acuity in ninth grade retrospectively predicted the symbolic
maths performance of individual students from as early as kindergar-
ten, a 9-yr time span. The linear correlations of ANS acuity (w) with
symbolic maths achievement (TEMA-2 and WJ-Rcalc) for the third
grade are shown in Fig. 2a, b.

A further question to address was whether the correlation between
ANS acuity and symbolic maths achievement was due to individual
differences in more general cognitive or performance factors. In the
third grade (when subjects were approximately aged 8) we adminis-
tered several non-numerical standardized tests including measures of
rapid lexical access for colour names (rapid automatic naming, RAN-
colour)19 and full-scale IQ (Wechsler abbreviated scale of intel-
ligence, WASI-full)20. The RAN-colour is an appropriate control

for our task because it measures the reaction time to identify the
colours of 50 stimuli quickly; rapid colour naming is precisely the
behaviour required by our ANS acuity assessment. The WASI-full IQ
test acts as a control for general intelligence. WASI-full and RAN-
colour did not correlate with one another in our sample (P 5 0.699),
making them largely orthogonal for purposes of linear regressions
with ANS acuity. To examine the relationship of ANS acuity and
symbolic maths achievement while controlling for other variables,
two separate linear regressions were performed with ANS acuity (w)
as the dependent variable and performance on either the TEMA-2 or
the WJ-Rcalc test, and WASI-full and RAN-colour as independent
variables. These showed that ANS acuity (w) correlated with sym-
bolic maths achievement in the third grade even with rapid lexical
access and general intelligence controlled for (Table 2).

To assess the strength of the correlation between ANS acuity (w)
and symbolic maths achievement further, we performed extra linear
regressions between w (measured at age 14) and an even broader range
of standardized test scores obtained when subjects were in the third
grade. These 16 measures controlled for the widest possible range of
behavioural, cognitive and intelligence factors in our sample including
many factors promoted as predictors of mathematical ability (for
example, visual–spatial reasoning, working memory)21–25. ANS acuity
(w) significantly correlated with symbolic maths achievement (mea-
sured in the third grade) for both TEMA-2 and WJ-Rcalc perfor-
mance, with all 16 measures controlled for (r2

p5 0.167 and 0.200, res-
pectively, where p represents partial correlation). In contrast, no other
measure correlated with ANS acuity when symbolic maths perform-
ance and other variables were controlled for (Table 3). This means that
success on tests of symbolic mathematics throughout the school years

Table 1 | Correlation of ANS acuity (w) with symbolic maths achievement

Grade TEMA-2
R2

t
d.f. 5 62

P WJ-Rcalc
R2

t
d.f. 5 62

P

Kindergarten 0.137 3.134 0.003 0.127 2.959 0.004

First 0.140 3.171 0.002 0.326 5.480 8 3 10
27

Second 0.238 4.399 4 3 10
25 2 2 2

Third 0.324 5.448 9 3 10
27

0.282 4.933 6 3 10
26

Fourth 2 2 2 0.248 4.518 3 3 10
25

Fifth 2 2 2 0.117 2.866 0.006

Sixth 2 2 2 0.251 4.564 2 3 10
25

ANS acuity (w) measured in ninth grade retroactively correlated with symbolic maths
achievement. R2 values represent the proportion of the variance in symbolic maths achievement
that is explained by ANS acuity. R2 values .0.25 are considered large in behavioural science and
are generally viewed as having large practical significance. t values represent the distance,
measured in units of standard error, between the obtained correlation and the null hypothesis of
no correlation. P values represent the probability of obtaining the observed correlation in a
sample of data by random chance when there is truly no relation in the population.
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Figure 2 | Regressions. a, b, Linear regression of the standard score for each
subject on the TEMA-2 test (a) or on the WJ-Rcalc test (b) of symbolic maths
achievement and the acuity of the ANS (w). For TEMA-2 and WJ-Rcalc,
higher numbers indicate better performance, whereas for the Weber
fraction, lower numbers indicate better performance.
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